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INTRODUCTION

On first coming into contact with the basics of nuclear physics, it is a good idea to obtain a feeling for the range of energies, densities, temperatures and forces that are acting on the level of the atomic nucleus. In figure I.1, we introduce an energy scale placing the nucleus relative to solid state chemistry scales, the atomic energy scale and, higher in energy, the scale of masses for the elementary particles. In the nucleus, the lower energy processes can come down to 1 keV, the energy distance between certain excited states in odd-mass nuclei and X-ray or electron conversion processes, and go up to 100 MeV, the energy needed to induce collisions between heavy nuclei. In figure I.2 the density scale is shown. This points towards the extreme density of atomic nuclei compared to more ordinary objects such as most solid materials. Even densities in most celestial objects (regular stars) are much lower. Only in certain types of stars—neutron stars that can be compared to huge atomic nuclei (see chapter 7)—do analogous densities show up. The forces at work and the different strength scales, as well as ranges on which they act and the specific aspects in physics where they dominate, are presented in figure I.3. It is clear that it is mainly the strong force between nucleons or, at a deeper level, the strong force between the nucleon constituents (quarks) that determines the binding of atomic nuclei. Electromagnetic effects cannot be ignored in determining the nuclear stability since a number of protons occur in a small region of space. The weak force, responsible for beta-decay processes, also cannot be neglected.

In attempting a description of bound nuclei (a collection of $A$ strongly interacting nucleons) in terms of the nucleon-nucleon interaction and of processes where nuclear states decay via the emission of particles or electromagnetic radiation, one has to make constant use of the quantum mechanical apparatus that governs both the bound ($E < 0$)

---

**Figure 1.1.** Typical range of excitation energies spanning from the solid state phase towards elementary particles. In addition, a few related temperatures are indicated.
and unbound ($E > 0$) nuclear regime. Even though the n–n interaction, with a short range attractive part and repulsive core part (figure I.4), would not immediately suggest a large mean-free path in the nuclear medium, a quite regular average field becomes manifest. It is the connection between the non-relativistic $A$-nucleon interacting Hamiltonian

$$\hat{\mathcal{H}} = \sum_{i=1}^{A} \frac{\hat{\mathbf{p}}_i^2}{2m_i} + \sum_{i < j}^{A} V(\mathbf{r}_i, \mathbf{r}_j).$$  (I.1)
Figure 1.4. Illustration of how the typical form of the nucleon-nucleon two-body interaction $V(r, \bar{r}) (\bar{r}_i - \bar{r}_j)$ (a) connects to the nuclear average one-body field (b) making use of (Brueckner)-Hartree-Fock theory. The region of strongly bound ($E < 0$) levels near the Fermi energy ($E \approx 0$) as well as the region of unbound ($E > 0$) particle motion is indicated on the one-body field $U_i(|\bar{r}_i|)$.

and the one-body plus residual interaction Hamiltonian

$$\hat{\mathcal{H}} = \sum_{i=1}^{A} \left( \frac{\vec{p}_i^2}{2m_i} + U(\bar{r}_i) \right) + \hat{\mathcal{H}}_{\text{res}}.$$  \hfill (1.2)

that is one of the tasks in understanding bound nuclear structure physics. If, as in many cases, the residual interactions $\hat{\mathcal{H}}_{\text{res}}$ can be left out initially, an independent-particle nucleon motion in the nucleus shows up and is quite well verified experimentally.

Concerning decay processes, where transitions between initial and final states occur, time-dependent perturbation theory will be the appropriate technique for calculating decay rates. We shall illustrate this, in particular for the $\alpha$-, $\beta$- and $\gamma$-decay processes, showing the very similar aspects in the three main decay processes that spontaneously occur in standard nuclear physics. At the same time, we shall highlight the different time-scales and characteristics distinguishing $\alpha$-decay (strong interaction process via almost stationary states), $\beta$-decay (weak decay creating electrons (positrons) and neutrinos (or antineutrinos)) and $\gamma$-decay (via electromagnetic interaction).

Of course, nuclear physics is a field that interconnects very much to adjacent fields such as elementary particle physics (at the higher energy end), astrophysics (via nuclear transmutation processes) and solid state physics (via the nuclear hyperfine field interactions). Various connections will be highlighted at the appropriate place.

We shall not concentrate on reaction processes in detail and will mainly keep to the nuclear excitation region below $E_x \approx 8$--$10$ MeV.

This presents only a rather small portion of the nuclear system (figure 1.5) but this domain is already very rich in being able to offer a first contact with nuclear physics in an introductory course requiring a knowledge of standard, non-relativistic quantum mechanics.
Figure 1.5. Part of a nuclear phase diagram (schematic). In the upper part possible configurations in the excitation energy ($E_x$) and angular momentum ($J$) are indicated, at normal nuclear density. In the lower part a much longer interval of the nuclear phase diagram, containing the upper part, is shown. Here nuclear temperature ($T \lesssim 200$ MeV) and nuclear density ($\rho \lesssim 8\rho_0$) represent the variables. Various possible regions—hadron gas, liquid, condensed phase and quark–gluon plasma—are also presented (adapted from Greiner and Stöcker 1985).

The text is devoted to a typical two-semester period with one lecture a week. Optional parts are included that expand on recent developments in nuclear physics ('boxes' of text and figures) and extensive references to recent literature are given so as to make this text, at the same time, a topical introduction to the very alive and rapidly developing field of nuclear physics.

Kris Heyde
1 June 1994
PART A

KNOWING THE NUCLEUS:
THE NUCLEAR CONSTITUENTS AND CHARACTERISTICS
NUCLEAR GLOBAL PROPERTIES

1.1 Introduction and outline

In this chapter, we shall discuss the specific characteristics of the atomic nucleus that make it a unique laboratory where different forces and particles meet. Depending on the probe we use to ‘view’ the nucleus different aspects become observable. Using probes ($e^-$, p, $\pi^\pm$, ...) with an energy such that the quantum mechanical wavelength $\lambda = \hbar/p$ is of the order of the nucleus, global aspects do show up such that collective and surface effects can be studied. At shorter wavelengths, the $A$-nucleon system containing $Z$ protons and $N$ neutrons becomes evident. It is this and the above ‘picture’ that will mainly be of use in the present discussion. Using even shorter wavelengths, the mesonic degrees and excited nucleon configurations ($\Delta$, ...) become observable. At the extreme high-energy side, the internal structure of the nucleons shows up in the dynamics of an interacting quark–gluon system (figure 1.1).

Besides more standard characteristics such as mass, binding energy, nuclear extension and radii, nuclear angular momentum and nuclear moments, we shall try to illustrate these properties using up-to-date research results that point towards the still quite fast evolving subject of nuclear physics. We also discuss some of the more important ways the nucleus can interact with external fields and particles: hyperfine interactions and nuclear transmutations in reactions.

1.2 Nuclear mass table

Nuclei, consisting of a bound collection of $Z$ protons and $N$ neutrons ($A$ nucleons) can be represented in a diagrammatic way using $Z$ and $N$ as axes in the plane. This plane is mainly filled along or near to the diagonal $N = Z$ line with equal number of protons and neutrons. Only a relatively small number of nuclei form stable nuclei, stable against any emission of particles or other transmutations. For heavy elements, denoted as $^A_ZX_N$, with $A \gtrsim 100$, a neutron excess over the proton number shows up along the line where most stable nuclei are situated and which is illustrated in figure 1.3 as the grey and dark zone. Around these stable nuclei, a large zone of unstable nuclei shows up: these nuclei will transform the excess of neutrons in protons or excess of protons in neutrons through $\beta$-decay. These processes are written as

\[ ^A_ZX_N \rightarrow ^A_{Z+1} Y_{N-1} + e^- + \bar{\nu}_e, \]

\[ ^A_ZX_N \rightarrow ^A_{Z-1} Y_{N+1} + e^+ + \nu_e. \]

\[ ^A_ZX_N + e^- \rightarrow ^A_{Z-1} Y_{N+1} + \nu_e. \]
for $\beta^-$, $\beta^+$ and electron capture, respectively. (See Chapter 5 for more detailed discussions.) In some cases, other, larger particles such as $\alpha$-particles (atomic nucleus of a $^4$He atom) or even higher mass systems can be emitted. More particularly, it is spontaneous $\alpha$-decay and fission of the heavy nuclei that makes the region of stable nuclei end somewhat above uranium. Still, large numbers of radioactive nuclei have been artificially made in laboratory conditions using various types of accelerators. Before giving some more details on the heaviest elements (in $Z$) observed and synthesized at present we give an excerpt of the nuclear system of nuclei in the region of very light nuclei (figures 1.2(a), (b)) using the official chart of nuclides. These mass charts give a wealth of information such as explained in figure 1.2(b). In this mass chart excerpt (figure 1.2(a)), one can see how far from stability one can go: elements like $^8$He$_6$, $^7$Li$_8$, ... have been synthesized at various accelerator, isotope separator labs like GANIL (Caen) in France, CERN in Switzerland using the Isolde separator facility and, most spectacularly, at GSI, Darmstadt. In a separate box (Box 1a) we illustrate the heaviest elements and their decay pattern as observed.

In this division of nuclei, one calls isotopes nuclei with fixed proton number $Z$ and changing neutron number, i.e. the even-even Sn nuclei forms a very long series of stable nuclei (figure 1.3). Analogously, one has isotones, with fixed $N$ and isobars (fixed $A$, changing $Z$ and $N$). The reason for the particular way nuclei are distributed in the $(N, Z)$
plane, is that the nuclear strong binding force maximizes the binding energy for a given number of nucleons $A$. This will be studied in detail in Chapter 7, when discussing the liquid drop and nuclear shell model.

1.3 Nuclear binding, nuclear masses

As pointed out in the introductory section, the nuclear strong interaction acts on a very short distance scale, i.e. the $n-n$ interaction becomes very weak beyond nucleon separations of 3–4 fm.

The non-relativistic $A$-nucleon Hamiltonian dictating nuclear binding was given in equation (1.1) and accounts for a non-negligible 'condensation' energy when building the nucleus from its $A$-constituent nucleons put initially at very large distances (see figure 1.4). Generally speaking, the solution of this $A$-body strongly interacting system is highly complicated and experimental data can give an interesting insight in the bound nucleus. Naively speaking, we expect $A(A-1)/2$ bonds and, if each bond between two nucleons amounts to a fairly constant value $E_2$, we expect for the nuclear binding energy per nucleon

$$BE\left(\frac{A}{2}X_N\right)/A \propto E_2 (A - 1)/2,$$ (1.1)

or, an expression that increases with $A$. The data are completely at variance with this two-body interaction picture and points to an average value for $BE\left(\frac{A}{2}X_N\right)/A \simeq 8$ MeV over the whole mass region. The above data therefore imply at least two important facets of the n-n interaction in a nucleus:

(i) nuclear, charge independence,
(ii) saturation of the strong interaction.

The above picture, pointing out that the least bound nucleon in a nucleus is bound by $\simeq 8$ MeV, independent of the number of nucleons, also implies an independent particle picture where nucleons move in an average potential (figure 1.5) In section 1.4, we shall learn more about the precise structure of the average potential and thus of the nuclear mass and charge densities in this potential.

The binding energy of a given nucleus $\frac{A}{2}X_N$ is now given by

$$BE\left(\frac{A}{2}X_N\right) = ZMp c^2 + NMnc^2 - M'\left(\frac{A}{2}X_N\right)c^2,$$ (1.2)

where $Mp, Mn$ denote the proton and neutron mass, respectively and $M'\left(\frac{A}{2}X_N\right)$ is the actual nuclear mass. The above quantity is the nuclear binding energy. A total, atomic binding energy can be given as

$$BE\left(\frac{A}{2}X_N; \text{atom}\right) = ZM_{1H} c^2 + NMnc^2 - M\left(\frac{A}{2}X_N; \text{atom}\right)c^2,$$ (1.3)

where $M_{1H}$ is the mass of the hydrogen atom. If relative variations of the order of eV are neglected, nucleon and atomic binding energies are equal (give a proof of this statement). In general, we shall for the remaining part of this text, denote the nuclear mass as $M'\left(\frac{A}{2}X_N\right)$ and the atomic mass as $M\left(\frac{A}{2}X_N\right)$.

Atomic (or nuclear) masses, denoted as amu or m.u. corresponds to 1/12 of the mass of the atom $^{12}\text{C}$. Its value is

$$1.660566 \times 10^{-27}\text{kg} = 931.5016 \pm 0.0026 \text{MeV}/c^2.$$
Figure 1.2. (a) Sections of the nuclear mass chart for light nuclei. (b) Excerpt from the Chart of Nuclides for very light nuclei. This diagram shows stable as well as artificial radioactive nuclei. Legend to discriminate between the many possible forms of nuclei and their various decay modes, as well as the typical displacements caused by nuclear processes. (Taken from Chart of Nuclides, 13th edition, General Electric, 1984.)
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Relative Locations of the Products of Various Nuclear Processes

<table>
<thead>
<tr>
<th>β⁻ out</th>
<th>p in</th>
<th>d in</th>
<th>t in</th>
</tr>
</thead>
<tbody>
<tr>
<td>n out</td>
<td>Original Nucleus</td>
<td>n, n</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>f out</th>
<th>d out</th>
<th>p out</th>
<th>β⁺ out</th>
</tr>
</thead>
<tbody>
<tr>
<td>α out</td>
<td>α out</td>
<td>3He out</td>
<td></td>
</tr>
</tbody>
</table>

n = neutron
p = proton
d = deuteron
t = triton
β⁻ = beta particle
β⁺ = positron
e = electron capture

Figure 1.2. Continued
Figure 1.3. Chart of known nuclei in which stable nuclei (natural elements showing up in nature), neutron-rich and neutron-deficient nuclei are presented. Magic (closed shell) nuclei occur where the horizontal and vertical lines intersect. A few regions of deformed nuclei are also shown as well as a few key nuclei: $^{100}$Zr, $^{132}$Sn, $^{235}$U.

Figure 1.4. Representation of the condensation process where free nucleons (protons and neutrons), under the influence of the two-body, charge-independent interaction $V(|\vec{r}_1 - \vec{r}_2|)$, form a bound nucleus at a separation of a few fermi and release a corresponding amount of binding (condensation) energy.
Figure 1.5. The binding energy per nucleon $B/A$ as a function of the nuclear mass number $A$. (Taken from Krane, Introductory Nuclear Physics © 1987 John Wiley & Sons. Reprinted by permission.)

Figure 1.6. Total rest energy of the states in $^{58}$Fe (typical atomic nucleus) and of the nucleon and its excited states. On the scale, the excited states in $^{58}$Fe are so close to the ground state that they cannot be observed without magnification. This view is shown in figure 1.7. (Taken from Frauenfelder and Henley (1991) Subatomic Physics © 1974. Reprinted by permission of Prentice-Hall, Englewood Cliffs, NJ.)

In table 1.1 we give a number of important masses in units of amu and MeV. It is interesting to compare rest energies of the nucleon, its excited states and e.g. the rest energy of a light nucleus such as $^{58}$Fe. The nucleon excited states are very close and cannot be resolved in figure 1.6. A magnified spectrum, comparing the spectrum of $^{58}$Fe with the nucleon exited spectrum is shown in figure 1.7, where a difference in scale of $\times 10^3$ is very clear.

Before leaving this subject, it is interesting to note that, even though the average binding energy amounts to $\simeq 8$ MeV, there is a specific variation in $BE(\frac{\alpha}{2}X_N)/A$, as a
Figure 1.7. Ground state and excited states in $^{56}$Fe and of the nucleon. The region above the ground state in $^{56}$Fe in figure 1.7 has been exploded by a factor $10^4$. The spectrum of the nucleon in figure 1.6 has been expanded by a factor 25. (Taken from Frauenthal and Henley (1991) Subatomic Physics © 1974. Reprinted by permission of Prentice-Hall, Englewood Cliffs, NJ.)

Table 1.1. Some important masses given in units amu and MeV respectively.

<table>
<thead>
<tr>
<th></th>
<th>amu</th>
<th>MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{12}$C/12</td>
<td>1</td>
<td>931.5016</td>
</tr>
<tr>
<td>1 MeV</td>
<td>$1.073535 \times 10^{-3}$</td>
<td>1</td>
</tr>
<tr>
<td>Electron</td>
<td>$5.485580 \times 10^{-4}$</td>
<td>0.511003</td>
</tr>
<tr>
<td>Neutron</td>
<td>1.008665</td>
<td>939.5731</td>
</tr>
<tr>
<td>Proton</td>
<td>1.007276</td>
<td>938.2796</td>
</tr>
<tr>
<td>Deuterium atom</td>
<td>2.0141014</td>
<td>1876.14</td>
</tr>
<tr>
<td>Helium atom</td>
<td>4.002600</td>
<td>3728.44</td>
</tr>
</tbody>
</table>

function of $A$. The maximal binding energy per nucleon is situated near mass $A = 56-62^*$, light and very heavy nuclei are containing less bound nucleons. Thus, the source of energy production in fusion of light nuclei or fission of very heavy nuclei can be a source
of energy. They are at the basis of fusion and fission bombs and (reactors), respectively, even though fusion reactors are not yet coming into practical use.

* It is often stated that $^{56}$Fe is the most tightly bound nucleus—this is not correct since $^{62}$Ni is more bound by a difference of 0.005 MeV/nucleon or, for $\simeq 60$ nucleons, with an amount of 300 keV. For more details, see Shurtleff and Derrigh's article reproduced below.

---

**The most tightly bound nucleus**

Richard Shurtleff and Edward Derrigh

*Department of Physics, Wentworth Institute of Technology, Boston, Massachusetts 02115*

(Received 1 March 1988; accepted for publication 5 October 1988)

In many textbooks, we are told that $^{56}$Fe is the nuclide with the greatest binding energy per nucleon, and therefore is the most stable nucleus, the heaviest that can be formed by fusion in normal stars.

But we calculate the binding energy per nucleon $BE/A$, for a nucleus of mass number $A$, by the usual formula:

$$BE/A = (1/A)(Zm_H + Nm_n - M_{nucl})c^2,$$

where $m_H$ is the hydrogen atomic mass and $m_n$ is the neutron mass, for the nuclides $^{56}$Fe and $^{62}$Ni (both are stable) using data from Wapstra and Audi. The results are 8.790 MeV/nucleon for $^{56}$Fe and 8.795 MeV/nucleon for $^{62}$Ni. The difference:

$$0.005 \text{ MeV/nucleon} (\simeq 60 \text{ nucleons}) = 300 \text{ keV},$$

is much too large to be accounted for as the binding energy of the two extra electrons in $^{62}$Ni over the 26 electrons in $^{56}$Fe.

$^{56}$Fe is readily produced in old stars as the end product of the silicon-burning series of reactions. Now, then, do we explain the relative cosmic deficiency of $^{56}$Ni compared with $^{56}$Fe? In order to be abundant, it is not enough that $^{56}$Ni be the most stable nucleus. To be formed by charged-particle fusion (the energy source in normal stars), a reaction must be available to bridge the gap from $^{56}$Fe to $^{62}$Ni.

To accomplish this with a single fusion requires a nuclide with $Z = 2$, $A = 6$. But no such stable nuclide exists. The other possibility is two sequential fusions with $^1$H, producing first $^{18}$Ne then $^{56}$Ni. However, the $^1$H nucleus is unstable and is not expected to be present in old stars synthesizing heavy elements. We are aware that there are element-generating processes other than charged-particle fusion, such as processes involving neutron capture, which could generate nickel. However, these processes apparently do not occur in normal stars, but rather in supernovas and post-supernova phases, which we do not address.

We conclude that $^{56}$Fe is the end product of normal stellar fusion not because it is the most tightly bound nucleus, which it is not, but that it is in close, but unbridgeable, proximity to $^{62}$Ni, which is the most tightly bound nucleus.

---

(Reprinted with permission of the American Physical Society.)

### 1.4 Nuclear extension: densities and radii

The discussion in section 1.3 indicated unambiguous evidence forsaturation in the nuclear strong force amongst nucleons in an atomic nucleus. Under these assumptions of saturation and charge independence each nucleon occupies an almost equal size within the nucleus. Calling $r_0$ an elementary radius for a nucleon in the nucleus, a most naive estimate gives for the nuclear volume

$$V = \frac{4}{3} \pi r_0^3 A,$$

(1.4)
or

\[ R = r_0 A^{1/3}. \]  \hspace{1cm} (1.5)

This relation describes the variation of the nuclear radius, with a value of \( r_0 \approx 1.2 \text{ fm} \) when deducing a 'charge' radius, and a value of \( r_0 \approx 1.4 \text{ fm} \) for the full 'matter' radius.

The experimental access to obtain information on nuclear radii comes from scattering particles (\( e^-, p, \pi^\pm, \ldots \)) off the atomic nucleus with appropriate energy to map out the nuclear charge and/or matter distributions. A corresponding typical profile is a Fermi or Woods–Saxon shape, described by the expression

\[ \rho(r) = \frac{\rho_0}{1 + e^{(r-R_0)/a}}, \]  \hspace{1cm} (1.6)

with \( \rho_0 \) the central density. \( R_0 \) is then the radius at half density and \( a \) describes the diffuseness of the nuclear surface.

![Figure 1.8. Typical cross-section obtained in electron elastic scattering off \( {}^{208}\text{Pb} \) as a function of momentum transfer. The full line is a theoretical prediction. (Taken from Frois 1987).](image)

Electron scattering off nuclei is, for example, one of the most appropriate methods to deduce radii. The cross-sections over many decades have been measured in e.g. \( {}^{208}\text{Pb} \) (see figure 1.8) and give detailed information on the nuclear density distribution \( \rho_c(r) \) as is discussed in Box 1b. We also point out the present day level of understanding of the variation in charge and matter density distributions for many nuclei. A comparison between recent, high-quality data and Hartree–Fock calculations for charge and mass densities are presented in figures 1.9 giving an impressive agreement between experiment and theory.

Here, some details should be presented relating to the quantum mechanical expression of these densities. In taking collective, nuclear models (liquid drop, \ldots)
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Figure 1.9. (a) Charge density distributions $\rho_c(r)$ for the doubly-magic nuclei $^{16}$O, $^{40}$Ca, $^{48}$Ca, $^{90}$Zr, $^{132}$Sn and $^{208}$Pb. The theoretical curves correspond to various forms of effective nucleon-nucleon forces, called Skyrme forces and are compared with the experimental data points (units are $\rho_c(r \text{fm}^{-3})$ and $r(\text{fm})$). (b) Nuclear matter density distributions $\rho_m(\text{fm}^{-1})$ for the magic nuclei. (Taken from Waroquier 1987.)

A smooth distribution $\rho_c(\vec{r})$, $\rho_{\text{mass}}(\vec{r})$ can be given (figure 1.10). In a more microscopic approach, the densities result from the occupied orbitals in the nucleus. Using a shell-model description where orbitals are characterized by quantum numbers $\alpha \equiv n_a, l_a, j_a, m_a$ (radial, orbital, total spin, magnetic quantum number) the density can be written as (figure 1.10).

$$\rho_{\text{mass}}(\vec{r}) = \sum_{k=1}^{A} |\varphi_{\alpha_k}(\vec{r})|^2.$$  \hspace{1cm} (1.7)

where $\alpha_k$ denotes the quantum numbers of all occupied ($k = 1 \ldots A$) nucleons. Using an $A$-nucleon product wavefunction to characterize the nucleus in an independent-particle
model (neglecting the Pauli principle for a while)

\[ \psi (\vec{r}_1, \ldots, \vec{r}_A) = \prod_{k=1}^{A} \varphi_{\alpha_k}(\vec{r}_k). \]  

(1.8)

the density should appear as the expectation value of the density 'operator' \( \hat{\rho}_{\text{mass}} (\vec{r}) \), or

\[ \rho_{\text{mass}} (\vec{r}) = \int \psi^* (\vec{r}_1, \ldots, \vec{r}_A) \hat{\rho}_{\text{mass}} (\vec{r}) \psi (\vec{r}_1, \ldots, \vec{r}_A) \, d\vec{r}_1 \ldots d\vec{r}_A. \]  

(1.9)

From this, an expression for \( \hat{\rho}_{\text{mass}} (\vec{r}) \) is derived as

\[ \rho_{\text{mass}} (\vec{r}) = \sum_{k=1}^{A} \delta (\vec{r} - \vec{r}_k). \]  

(1.10)

as can be easily verified. The above expression for the density operator (a similar one can be discussed for the charge density) shall be used later on.

**Figure 1.10.** Nuclear density distributions \( \rho (\vec{r}) \). Both a purely collective distribution (left-hand part) and a microscopic description, incorporating both proton and neutron variables (right-hand part) are illustrated.

As a final comment, one can obtain a simple estimate for the nuclear matter density by calculating the ratio

\[ \rho = \frac{M}{V} = \frac{1.66 \times 10^{-27} \text{A.kg}}{1.15 \times 10^{-44} \text{A.m}^3} = 1.44 \times 10^{17} \text{kg.m}^{-3}. \]

and is independent of \( A \). This density is (see the introductory chapter) approximately \( 10^{14} \) times normal matter density and expresses the highly packed density of nucleons.

### 1.5 Angular momentum in the nucleus

Protons and neutrons move in an average field and so cause orbital angular momentum to build up. Besides, nucleons, as fermions with intrinsic spin \( \hbar/2 \), will add up to a total angular momentum of the whole nucleus. The addition can be done correctly using angular momentum techniques, in a first stage combining orbital and intrinsic angular momentum to nucleon total angular momentum and later adding individual 'spin' (used as an abbreviation to angular momentum) to the total nuclear spin \( I \) (figure 1.11).
Figure 1.11. Angular momentum \( \hat{\ell} \) connected to the orbital motion of a nucleon (characterized by radius vector \( \vec{r} \) and linear momentum \( \vec{p} \)). The intrinsic angular momentum (spin \( \hat{s} \)) is also indicated. On the left-hand side, the semiclassical picture of angular momentum in quantum mechanics is illustrated and is characterized by the length \( \{\hbar\ell(\ell + 1)\}^{1/2} \) and projection \( \{\hbar m\} \).

Briefly collecting the main features of angular momentum quantum mechanics, one has the orbital eigenfunctions (spherical harmonics) \( Y_\ell^m(\hat{\vec{r}}) \) with eigenvalue properties

\[
\hat{\ell}^2 Y_\ell^m(\hat{\vec{r}}) = \hbar^2 \ell(\ell + 1) Y_\ell^m(\hat{\vec{r}})
\]

\[
\hat{\ell}_z Y_\ell^m(\hat{\vec{r}}) = \hbar m \, Y_\ell^m(\hat{\vec{r}}).
\]

(1.11)

Here, \( \hat{\vec{r}} \) denotes the angular coordinates \( \hat{\vec{r}} = (\hat{\theta}, \hat{\varphi}) \). Similarly, for the intrinsic spin properties, eigenvectors can be obtained with properties (for protons and neutrons)

\[
\hat{\vec{s}}^2 \chi_{1/2}(s) = \hbar^2 \cdot \frac{3}{4} \chi_{1/2}(s)
\]

\[
\hat{\vec{s}}_z \chi_{1/2}(s) = \hbar m \chi_{1/2}(s).
\]

(1.12)

where \( m_s = \pm 1/2 \) and the argument \( s \) just indicates that the eigenvectors relate to intrinsic spin. A precise realization using for \( \hat{\vec{s}}^2 \), \( \hat{\vec{s}}_z \) and \( \chi_{1/2} \) \( 2 \times 2 \) matrices and \( 2 \times 1 \) column vectors, respectively, can be found in quantum mechanics texts.

Now, total 'spin' \( \hat{\vec{j}} \) is constructed as the operator sum

\[
\hat{\vec{j}} = \hat{\ell} + \hat{\vec{s}},
\]

(1.13)

which gives rise to a total 'spin' operator for which \( \hat{\vec{j}}^2 \), \( \hat{\vec{j}}_z \) commute and also commute with \( \hat{\ell}^2 \), \( \hat{\vec{s}}^2 \). The precise construction of the single-particle wavefunctions, that are eigenfunctions of \( \hat{\ell}^2 \), \( \hat{\vec{s}}^2 \) and also of \( \hat{\vec{j}}^2 \), \( \hat{\vec{j}}_z \) needs angular momentum coupling techniques and results in wavefunctions characterized by the quantum numbers \( (\ell, \frac{1}{2} j, m) \) with \( j = \ell \pm 1/2 \) and is denoted as

\[
\psi(\ell, \frac{1}{2} j m) = \left[ Y_\ell \otimes \chi_{1/2}\right]^{(m)}_j
\]

(1.14)

in vector-coupled notation (see quantum mechanics). In a similar way one can go on to construct the total spin operator of the whole nucleus

\[
\hat{\vec{j}} = \sum_{i=1}^{A} \hat{\vec{j}}_i
\]

(1.15)
where still $\hat{J}^2$, $\hat{J}_z$ will constitute correct spin operators. These operators still commute with the individual operators $\hat{j}_1^2$, $\hat{j}_2^2$, \ldots, $\hat{j}_A^2$ but no longer with the $\hat{J}_z$ operators. Also, extra internal momenta will be needed to correctly couple spins.

This looks like a very difficult job. Many nuclei can in first approximation be treated as a collection of largely independent nucleons moving in a spherical, average field. Shells $j$ can contain $(2j + 1)$ particles that constitute a fully coupled shell with all $m$-states $-j \leq m \leq j$ occupied thus forming a $J = 0$, $M = 0$ state. The only remaining 'valence' nucleons will determine the actual nuclear 'spin' $J$. As a consequence of the above arguments and the fact that the short-range nucleon–nucleon interaction favours pairing nucleons into angular momentum $0^+$ coupled pairs, one has that:

- even–even nuclei have $J = 0$ in the ground state
- odd-mass nuclei will have a half-integer spin $J$ since $j$ itself is always half-integer
- odd–odd nuclei have integer spin $J$ in the ground state, resulting from combining the last odd-proton spin with the last odd-neutron spin, i.e.
  \[ \hat{J} = \hat{j}_p + \hat{j}_n. \]

For deformed nuclei (nuclei with a non-spherical mass and charge density distribution) some complications arise that shall not be discussed in the present text.

### 1.6 Nuclear moments

Since in the nucleus, protons (having an elementary charge $+e$) and neutrons are both moving, charge, mass and current densities result. We shall give some attention to the magnetic dipole and electric quadrupole moment, two moments that are particularly well measured over many nuclei in different mass regions.

#### 1.6.1 Dipole magnetic moment

With a particle having orbital angular momentum, a current and thus a magnetic moment vector $\vec{\mu}$ can be associated. In the more simple case of a circular, orbital motion (classical), one has

\[ \vec{\ell} = \vec{r} \times \vec{p}, \]

and

\[ |\vec{\ell}| = rmv. \]

For the magnetic moment one has

\[ \vec{\mu} = \pi r^2 \vec{\ell}, \]

(with $\vec{l}$ a unit vector, vertical to the circular motion, in the rotation sense going with a positive current). For a proton (or electron) one has, in magnitude

\[ |\vec{\mu}| = \frac{\pi r^2 ev}{2\pi r} = \frac{e}{2m} |\vec{\ell}|. \]
and derives (for the circular motion still)
\begin{equation}
\tilde{\mu}_t = \frac{e}{2m} \hat{\ell}
\left(\frac{e}{2mc}\right) \text{ in Gaussian units}.
\end{equation}

Moving to a quantum mechanical description of orbital motion and thus of the magnetic moment description, one has the relation between operators
\begin{equation}
\hat{\mu}_t = \frac{e}{2m} \hat{\ell},
\end{equation}
and
\begin{equation}
\hat{\mu}_{t,z} = \frac{e}{2m} \hat{\ell}_z.
\end{equation}

The eigenvalue of the orbital, magnetic dipole operator, acting on the orbital eigenfunctions \( Y_{\ell}^{m_{\ell}} \) then becomes
\begin{equation}
\hat{\mu}_{t,z} Y_{\ell}^{m_{\ell}}(\hat{r}) = \frac{e}{2m} \hat{\ell}_z Y_{\ell}^{m_{\ell}}(\hat{r})
= \frac{e\hbar}{2m} m_{\ell} Y_{\ell}^{m_{\ell}}(\hat{r}).
\end{equation}

If we call the unit \( e\hbar/2m \) the nuclear (if \( m \) is the nucleon mass) or Bohr (for electrons) magneton, then one has for the eigenvalue \( \mu_N(\mu_B) \)
\begin{equation}
\mu_{t,z} = m_{\ell} \mu_N.
\end{equation}

For the intrinsic spin, an analogous procedure can be used. Here, however, the mechanism that generates the spin is not known and classic models are doomed to fail. Only the Dirac equation has given a correct description of intrinsic spin and of its origin. The picture one would make, as in figure 1.12, is clearly not correct and we still need to introduce a proportionality factor, called gyromagnetic ratio \( g_s \), for intrinsic spin \( \hbar/2 \) fermions. One obtains
\begin{equation}
\mu_{s,z} = g_s \mu_N m_{\ell},
\end{equation}
as eigenvalue, for the \( \hat{\mu}_{s,z} \) operator acting on the spin \( \chi_{1/2}^{m_{s}}(s) \) eigenvector. For the electron this \( g_s \) factor turns out to be almost \(-2\) and at the original time of introducing intrinsic \( \hbar/2 \) spin electrons this factor (in 1926) was not understood and had to be taken from experiment. In 1928 Dirac gave a natural explanation for this fact using the now famous Dirac equation. For a Dirac point electron this should be exact but small deviations given by
\begin{equation}
a = \frac{|g| - 2}{2},
\end{equation}
were detected, giving the result
\begin{equation}
a_{e}^{\exp} = 0.001159658(4).
\end{equation}

Detailed calculations in QED (quantum electrodynamics) and the present value give
\begin{equation}
a_{e}^{\text{th}} = \frac{1}{2} \left( \frac{\alpha}{\pi} \right) - 0.328479 \left( \frac{\alpha}{\pi} \right)^2 + 1.29 \left( \frac{\alpha}{\pi} \right)^3.
\end{equation}
with $\alpha = e^2 / \hbar c$, and the difference $(a_e^{\text{th}} - a_e^{\exp}) / a_e^{\text{th}} = (2 \pm 5) \times 10^{-6}$, which means 1 part in $10^5$ (for a nice overview, see Crane (1968) and lower part of figure 1.12).

This argumentation can also be carried out for the intrinsic spin motion of the single proton and neutron, and results in non-integer values for both the proton and the neutron, i.e. $g_\alpha$ (proton) = 5.5855 and $g_\alpha$ (neutron) = -3.8263. The fact is that, even for the neutron with zero charge, an intrinsic, non-vanishing moment shows up and points towards an internal charge structure for both the neutron and proton that is not just a simple distribution. From electron high-energy scattering off nucleons (see section 1.4)
a charge form factor can be obtained (see results in figure 1.13 for the charge density distributions $\rho_{\text{charge}}(r)$ for proton and neutron). As a conclusion one obtains that:

- Nucleons are not point particles and do not exhibit a well-defined surface in contrast with the total nucleus, as shown in the illustration. Still higher energy scattering at SLAC (Perkins 1987) showed that the scattering process very much resembled that of scattering on points inside the proton. The nature of these point scatterers and their relation to observed and anticipated particles was coined by Feynman as 'partons' and attempts have been made to relate these to the quark structure of nucleons (see Box 1c).

One can now combine moments to obtain the total nuclear magnetic dipole moment and obtain:

$$\mu_{J,z} = g_J \mu_N m_J.$$  \hfill (1.29)

with $g_J$ the nuclear gyromagnetic ratio. Here too, the addition rules for angular momentum can be used to construct (i) a full nucleon $g$-factor after combining orbital and intrinsic spin and (ii) the total nuclear dipole magnetic moment. We give, as an informative result, the $g$-factor for free nucleons (combining $\ell$ and $\hat{s}$ to the total spin $\hat{j}$) as

$$g = g_t \pm \frac{1}{2\ell + 1} (g_\ell - g_t).$$ \hfill (1.30)

where the upper sign applies for the $j = \ell + \frac{1}{2}$ and lower sign for the $j = \ell - \frac{1}{2}$ orientation. Moreover, these $g$-factors apply to free 'nucleons'. When nucleons move
inside a nuclear medium the remaining nucleons modify this free $g$-value into 'effective' $g$-factors. This aspect is closely related to typical shell-model structure aspects which shall not be discussed here.

### 1.6.2 Electric moments—electric quadrupole moment

If the nuclear charge is distributed according to a smooth function $\rho(\vec{r})$, then an analysis in multipole moments can be made. These moments are quite important in determining e.g. the potential in a point $P$ at large distance $\vec{R}$, compared to the nuclear charge extension. The potential $\Phi(\vec{R})$ can be calculated as (figure 1.14)

$$
\Phi(\vec{R}) = \frac{1}{4\pi \varepsilon_0} \int \frac{\rho(\vec{r})}{|\vec{R} - \vec{r}|} d\vec{r},
$$

(1.31)

which, for small values of $|\vec{r}/\vec{R}|$ can be expanded in a series for $(r/R)$, and gives as a result

$$
\Phi(\vec{R}) = \frac{1}{4\pi \varepsilon_0} \frac{q}{\vec{R}} + \frac{1}{4\pi \varepsilon_0} \int \frac{\rho(\vec{r}) r \cos \theta d\vec{r}}{R^2}
+ \frac{1}{2} \frac{1}{4\pi \varepsilon_0} \int \frac{\rho(\vec{r}) (3 \cos^2 \theta - 1) r^2 d\vec{r}}{R^3} + \ldots.
$$

(1.32)

This expression can be rewritten by noting that

$$
r \cos \theta = \vec{r} \cdot \frac{\vec{R}}{R} = \sum_i x_i X_i / R,
$$

(1.33)

![Figure 1.14](image.png)

**Figure 1.14.** Coordinate system for the evaluation of the potential generated at the point $P(\vec{r})$ and caused by a continuous charge distribution $\rho_0(\vec{r})$. Here we consider an axially symmetric distribution along the z-axis.
with $x_i$ for $i = 1, 2, 3$ corresponding to $x, y, z$, respectively). In the above expression, $q$ is the total charge $\int_{\text{vol}} \rho(\vec{r}) d\vec{r}$. Using the Cartesian expansion we obtain

$$
\Phi(\vec{R}) = \frac{1}{4\pi\varepsilon_0} \frac{q}{R} + \sum_i \frac{p_i}{4\pi\varepsilon_0} \frac{X_i}{R^3} + \sum_{ij} \frac{1}{2} \frac{Q_{ij}}{4\pi\varepsilon_0} \frac{X_i X_j}{R^5} + \ldots. \tag{1.34}
$$

with

$$
p_i = \int \rho(\vec{r}) x_i d\vec{r},$$

$$Q_{ij} = \int \rho(\vec{r})(3x_i x_j - r^2 \delta_{ij}) d\vec{r}. \tag{1.35}
$$

the dipole components and quadrupole tensor, respectively. The quadrupole tensor $Q_{ij}$ can be expressed via its nine components in matrix form (with vanishing diagonal sum)

$$Q \Rightarrow \begin{pmatrix}
3x^2 - r^2 & 3xy & 3xz \\
3xy & 3y^2 - r^2 & 3yz \\
3xz & 3yz & 3z^2 - r^2
\end{pmatrix}. \tag{1.36}
$$

Transforming to diagonal form, one can find a new coordinate system in which the non-diagonal terms vanish and one gets the new quadrupole tensor

$$Q \Rightarrow \begin{pmatrix}
3\tilde{x}^2 - r^2 \\
3\tilde{y}^2 - r^2 \\
3\tilde{z}^2 - r^2
\end{pmatrix}. \tag{1.37}
$$

The quantity $Q_{zz} = \int \rho(\vec{r})(3\tilde{z}^2 - r^2) d\vec{r}$ is also denoted as the quadrupole moment of the charge distribution, relative to the axis system ($\tilde{x}, \tilde{y}, \tilde{z}$). For a quantum mechanical system where the charge (or mass) density is given as the modulus squared of the wavefunction $\psi_j^M(\vec{r}_i)$, one obtains, the quadrupole moment as the expectation value of the operator $\sum_i (3z_i^2 - r_i^2)$, or $\sum_i \sqrt{(16\pi/5)}r_i^2 Y_2^0(\hat{r}_i)$ and results in

$$Q(J, M) = \int \psi_j^M(\vec{r}_i) \sum_i (3z_i^2 - r_i^2) \psi_j^M(\vec{r}_i) d\vec{r}_i. \tag{1.38}
$$

for a microscopic description of the nuclear wavefunction or,

$$Q(J, M) = \int \psi_j^M(\vec{r}) (3z^2 - r^2) \psi_j^M(\vec{r}) d\vec{r}, \tag{1.39}
$$

in a collective model description where the wavefunction depends on a single coordinate $\vec{r}$ describing the collective system with no internal structure.

Still keeping somewhat to the classical picture (see equation (1.39)), one has a vanishing quadrupole moment $Q = 0$ for a spherical distribution $\rho(\vec{r})$, a positive value $Q > 0$ for a prolate (cigar-like shape) distribution and a negative value $Q < 0$ for an oblate distribution (discus-shape) (figure 1.15).

For the rest of the discussion we shall restrict to cylindrical symmetric $\rho(\vec{r})$ distributions since this approximation also is quite often encountered when discussing
Figure 1.15. In the upper part the various density distributions that give rise to a vanishing, positive and negative quadrupole moment, respectively. These situations correspond to a spherical, prolate and oblate shape, respectively. In the lower part, the orientation of an axially symmetric nuclear density distribution \( \rho(\vec{r}) \) relative to the body-fixed axis system \((\vec{x}, \vec{y}, \vec{z})\) and to a laboratory-fixed axis system \(\vec{x}, \vec{y}, \vec{z}\) is presented. This situation is used to relate the intrinsic to the laboratory (or spectroscopic) quadrupole moment as discussed in the text.

actual, deformed nuclear charge and mass quadrupole distributions. In this latter case, an interesting relation exists between the quadrupole moment in a body-fixed axis system \((1, 2, 3)\) (which we denote with \(\vec{x}, \vec{y}, \vec{z}\) coordinates) and in a fixed \((x, y, z)\) laboratory axis system. If \(\beta\) is the polar angle (angle between the \(z\) and \(\vec{z}\) axes), one can derive (figure 1.16).

\[
Q_{\text{lab}} = \frac{1}{2} \left( 3 \cos^2 \beta - 1 \right) Q_{\text{intr}},
\]

(1.40)

where \(Q_{\text{lab}}\) and \(Q_{\text{intr}}\) mean the quadrupole moment in the laboratory axis system \(\int \rho(\vec{r}) (3z^2 - r^2) \, d\vec{r}\) and in the body-fixed axis system \(\int \rho(\vec{r}) (3\vec{z}^2 - \vec{r}^2) \, d\vec{r}\), respectively. For angles with \(\cos \beta = \pm 1/\sqrt{3}\), the laboratory quadrupole moment will vanish even though \(Q_{\text{intr}}\) differs from zero, indicating that \(Q_{\text{intr}}\) is carrying the most basic information on deformed distributions.

1.7 Hyperfine interactions

The hyperfine interaction between a nucleus (made-up of a collection of \(A\) nucleons) and its surroundings via electromagnetic fields generated by the atomic and molecular electrons is an interesting probe in order to determine some of the above nuclear moments.

The precise derivation of the electromagnetic coupling Hamiltonian (in describing
non-relativistic systems) will be discussed in Chapter 6. We briefly give the main results here.

The Hamiltonian describing the nucleons (described by charges $e_i$ and currents $j_i$) in interaction with external fields, described by the scalar and vector potentials $\Phi(\vec{r})$ and $A(\vec{r})$, is obtained via the ‘minimal electromagnetic coupling’ substitution $\vec{p}_i \rightarrow \vec{p}_i - e_i \vec{A}$. or

$$\hat{H} = \sum_{i=1}^{A} \frac{1}{2m_i} \left( p_i - e_i \vec{A} \right)^2 + \sum_{i=1}^{Z} e_i \Phi. \quad (1.41)$$

This Hamiltonian can be rewritten as

$$\hat{H} = \sum_{i=1}^{A} \frac{p_i^2}{2m_i} - \sum_{i=1}^{A} \frac{\vec{p}_i}{m_i} e_i \vec{A} + \sum_{i=1}^{A} \frac{e_i^2}{2m_i} \vec{A}^2 + \sum_{i=1}^{Z} e_i \Phi. \quad (1.42)$$

In neglecting the term, quadratic in $\vec{A}$ at present, we obtain

$$\hat{H} = \hat{H}_0 + \hat{H}_{e.m.}(\text{coupling}), \quad (1.43)$$

with

$$\hat{H}_{e.m.}(\text{coupling}) = - \sum_{i=1}^{A} \frac{e_i \vec{p}_i \cdot \vec{A}}{m_i} + \sum_{i=1}^{Z} e_i \Phi. \quad (1.44)$$

For a continuous charge and current distribution this results in

$$\hat{H}_{e.m.}(\text{coupling}) = - \int \vec{j} \cdot \vec{A} d\vec{r} + \int \rho \Phi d\vec{r}. \quad (1.45)$$

Using this coupling Hamiltonian, we shall in particular describe the magnetic dipole moment (via Zeeman splitting) and the electric quadrupole moment interacting with external fields.

With $\hat{H}_0$ describing the nuclear Hamiltonian with energy eigenvalues $E_J$ and corresponding wavefunctions $\psi^M_J$, there remains in general an $M$-degeneracy for the substates since

$$\hat{H}_0 \psi^M_J = E_J \psi^M_J. \quad (1.46)$$
Figure 1.17. Zeeman splitting of the energy levels of a quantum-mechanical system characterized by angular momentum $J = \frac{1}{2}$ and a $g$-factor $g_J$ in an external field $B$. The $\vec{B}$ field is oriented along the positive $z$-axis with $g_J > 0$.

Including the electromagnetic coupling Hamiltonian, the degeneracy will be lifted, and depending on the interaction $\vec{H}_{c.m}$ (coupling) used, specific splitting of the energy levels results. For the Zeeman splitting, one has (figure 1.17)

$$\vec{H}_{\text{hyperfine}} = -\hat{\vec{\mu}} \cdot \vec{B},$$

and, relating $\hat{\vec{\mu}}$ to the nuclear total spin, via the $g$-factor as follows

$$\hat{\vec{\mu}} = g_J \mu_N \frac{1}{\hbar} \hat{\vec{J}},$$

the expectation value of the hyperfine perturbing Hamiltonian becomes

$$\int \psi_J^M \vec{H}_{\text{hyperfine}} \psi_J^M \, d\vec{r}.$$ (1.49)

For a magnetic induction, oriented along the $z$-axis (quantization axis) $\hat{\vec{J}} \cdot \vec{B}$ becomes $\hat{J}_z B$ and the interaction energy reduces to

$$-g_J \mu_N \hat{M} B.$$ (1.50)

Here now, the $2J + 1$ substates are linearly split via the magnetic interaction and measurements of these splittings not only determine the number of states (and thus $J$) but also $g_J$ when the induction $B$ is known. The above method will be discussed in some detail for the electric quadrupole interaction too, for axially symmetric systems. We first discuss the general, classical interaction energy for a charge distribution $\rho(\vec{r})$ with an external field $\Phi(\vec{r})$ and secondly derive the quantum mechanical effects through the degeneracy splitting. The classical interaction energy reads

$$E_{\text{int}} = \int_{\text{vol}} \rho(\vec{r}) \Phi(\vec{r}) \, d\vec{r}.$$ (1.51)

integrating over the nuclear, charge distribution $\rho(\vec{r})$ volume, and $\Phi(\vec{r})$ denotes the potential field generated by electrons of the atomic or molecular environment. In view of the distance scale relating the charges generating $\Phi(\vec{r})$ (the charge density $\rho_e(\vec{r})$)
and the atomic nucleus volume, \( \Phi(\vec{r}) \) will in general be almost constant or varying by a small amount over the volume only, allowing for a Taylor expansion into

\[
\Phi(\vec{r}) = \Phi(\vec{r})_0 + \sum_i \left( \frac{\partial \Phi}{\partial x_i} \right)_0 x_i + \frac{1}{2} \sum_{i,j} \left( \frac{\partial^2 \Phi}{\partial x_i \partial x_j} \right)_0 x_i x_j + \ldots. \tag{1.52}
\]

The corresponding energy then separates as follows into

\[
E_{\text{int}} = \Phi(\vec{r})_0 q + \sum_i \left( \frac{\partial \Phi}{\partial x_i} \right)_0 p_i + \frac{1}{2} \sum_{i,j} \left( \frac{\partial^2 \Phi}{\partial x_i \partial x_j} \right)_0 Q_{i,j} + \ldots.
\]

with

\[
Q_{i,j} = \int \rho(\vec{r}) x_i x_j d\vec{r}. \tag{1.53}
\]

Then a monopole, a dipole, a quadrupole, \ldots interaction energy results where the monopole term will induce no degeneracy splitting, the dipole term gives the Stark splitting, etc. In what follows, we shall concentrate on the quadrupole term only \((q)\). By choosing the coordinate system \((x, y, z)\) such that the non-diagonal terms in \(\left( \frac{\partial^2 \Phi}{\partial x_i \partial x_j} \right)_0, (i \neq j)\) vanish, we obtain for the interaction energy, the expression

\[
E_{\text{int}}^q = \frac{1}{2} \sum_i \left( \frac{\partial^2 \Phi}{\partial x_i^2} \right)_0 \int \rho(\vec{r}) x_i^2 d\vec{r}. \tag{1.54}
\]

Adding, and substracting a monopole-like term, this expression can be rewritten as

\[
E_{\text{int}}^q = \frac{1}{6} \sum_i \left( \frac{\partial^2 \Phi}{\partial x_i^2} \right)_0 \int \rho(\vec{r}) \left( 3x_i^2 - r^2 \right) d\vec{r}
+ \frac{1}{6} \sum_i \left( \frac{\partial^2 \Phi}{\partial x_i^2} \right)_0 \int \rho(\vec{r}) r^2 d\vec{r}. \tag{1.55}
\]

Two situations can now be distinguished:

- In situations where electrons at the origin are present, i.e. \( s \)-electrons, and these electrons determine the external potential field \( \Phi(\vec{r}) \), which subsequently becomes spherically symmetric, the first term disappears and we obtain (since \( \Delta \Phi = -\rho/\epsilon_0 \))

\[
E_{\text{int}}^{q(\text{m})} = -\frac{\rho_{\text{el}}(0)}{2\epsilon_0} \int \rho(\vec{r}) r^2 d\vec{r}. \tag{1.56}
\]

as the interaction energy. This represents a ‘monopole’ shift and all levels (independent of \( M \)) receive a shift in energy, expressed by \( E_{\text{int}}^{q(\text{m})} \), a shift which is proportional to both the electron density at the origin \( \rho_{\text{el}}(0) \) and the mean-square radius describing the nucleon charge distribution \( \rho(\vec{r}) \). Measurements of \( E_{\text{int}}^{q(\text{m})} \) leads to information about the nuclear charge radius.
In situations where a vanishing electron density at the origin occurs, $\Delta \Phi = 0$ and only the first term contributes. In this case the particular term can be rewritten as

$$
E_{\text{int}}^q = \frac{1}{6} \left( \frac{\partial^2 \Phi}{\partial x^2} \right)_0 \int \rho (\vec{r}) \left( 3x^2 - r^2 \right) d\vec{r}
+ \frac{1}{6} \left( \frac{\partial^2 \Phi}{\partial y^2} \right)_0 \int \rho (\vec{r}) \left( 3y^2 - r^2 \right) d\vec{r}
+ \frac{1}{6} \left( \frac{\partial^2 \Phi}{\partial z^2} \right)_0 \int \rho (\vec{r}) \left( 3z^2 - r^2 \right) d\vec{r}.
$$

(1.57)

In cases where the cylindrical symmetry condition for the external potential

$$
\left( \frac{\partial^2 \Phi}{\partial x^2} \right)_0 = \left( \frac{\partial^2 \Phi}{\partial y^2} \right)_0 = -\frac{1}{2} \left( \frac{\partial^2 \Phi}{\partial z^2} \right)_0,
$$

holds, the quadrupole interaction energy becomes

$$
E_{\text{int}}^q = \frac{1}{4} \left( \frac{\partial^2 \Phi}{\partial z^2} \right)_0 \int \rho (\vec{r}) \left( 3z^2 - (x^2 + y^2 + z^2) \right) d\vec{r}.
$$

(1.58)

or

$$
E_{\text{int}}^q = \frac{1}{4} \left( \frac{\partial^2 \Phi}{\partial z^2} \right)_0 \sqrt{\frac{16\pi}{5}} \int \rho (\vec{r}) r^2 Y_2^0 d\vec{r}.
$$

(1.59)

The classical expression can now be obtained, by replacing the density $\rho(\vec{r})$ by the modulus squared of the nuclear wavefunction

$$
\langle E_{\text{int}}^q \rangle = \frac{1}{4} \left( \frac{\partial^2 \Phi}{\partial z^2} \right)_0 \int \psi_j^M(\vec{r})(3z^2 - r^2) \psi_j^M(\vec{r}) d\vec{r}.
$$

(1.60)

and now rewriting $(3z^2 - r^2)$ as $r^2(3\cos^2 \theta - 1)$ or $r^2\sqrt{16\pi/5}Y_2^0(\vec{r})$, the quadrupole interaction energy becomes

$$
\langle E_{\text{int}}^q \rangle = \frac{1}{4} \left( \frac{\partial^2 \Phi}{\partial z^2} \right)_0 \left\langle \sqrt{\frac{16\pi}{5}} r^2 Y_2^0 (\vec{r}) \right\rangle_{JM}.
$$

(1.61)

One can now also use a semi-quantum-mechanical argument to relate the laboratory quadrupole moment to the intrinsic quadrupole moment, using equation (1.40), with $\beta$ the angle between the laboratory $z$-axis and intrinsic $\bar{z}$-axis and where the quantum-mechanical labels $J$ and $M$ are replaced in terms of the tilting angle $\beta$ in the classical vector model for angular momentum $\vec{J}$ (vector with length $\hbar \sqrt{J(J+1)}$) and projection $\hbar M$ (figure 1.16). Thereby

$$
\langle E_{\text{int}}^q \rangle = \frac{1}{8} \left( \frac{\partial^2 \Phi}{\partial z^2} \right)_0 \langle (3\cos^2 \beta - 1) \rangle Q_{\text{intr}}
= \frac{1}{8} \left( \frac{\partial^2 \Phi}{\partial z^2} \right)_0 \frac{3M^2 - J(J+1)}{J(J+1)} Q_{\text{intr}}.
$$

(1.62)
Finally, one obtains the result that the interaction energy is quadratic in the
projection quantum number $M$ and, because of the quadrupole interaction, breaks
the degeneracy level $J$ into $J + \frac{1}{2}$ doubly-degenerate levels. We point out that a
correct quantum-mechanical description, using equation (1.61) where the expectation
value is
\[ \frac{1}{4} \left( \frac{\partial^2 \Phi}{\partial z^2} \right)_0 \langle JM | (16\pi/5)^{1/2} r^2 Y_2^0(\hat{r}) | JM \rangle. \] (1.63)
has to be evaluated, making use of the Wigner–Eckart theorem (Heyde 1991). Thus, one obtains
\[ \frac{1}{4} \left( \frac{\partial^2 \Phi}{\partial z^2} \right)_0 \frac{\langle JM, 20 | JM \rangle}{\sqrt{2J + 1}} \langle J \parallel (16\pi/5)^{1/2} r^2 Y_2(\hat{r}) \parallel J \rangle. \] (1.64)
with a separation into a Clebsch–Gordan coupling coefficient and a reduced
($\parallel\ldots\parallel$) matrix element. Putting the explicit value of the Clebsch–Gordan
coefficient, one has
\[ \frac{1}{4} \left( \frac{\partial^2 \Phi}{\partial z^2} \right)_0 \sqrt{\frac{16\pi}{5}} \frac{3M^2 - J(J + 1)}{(J + 1)(2J - 1)(2J + 1)(2J + 3)}^{1/2} \langle J \parallel r^2 Y_2 \parallel J \rangle. \] (1.65)
For $M = J$, one obtains the result (maximal interaction)
\[ \frac{1}{4} \left( \frac{\partial^2 \Phi}{\partial z^2} \right)_0 \sqrt{\frac{16\pi}{5}} \sqrt{\frac{J(2J - 1)}{(J + 1)(2J + 1)(2J + 3)}} \langle J \parallel r^2 Y_2 \parallel J \rangle. \] (1.66)
which vanishes for $J = 0$ and $J = \frac{1}{2}$.

Since typical values of the intrinsic quadrupole moment are $5 \times 10^{-24}$ cm$^2$ (5 barn), one needs the fields that atoms experience in solids to get high enough field gradients in order to give observable splittings. Atomic energies are of the order of eV and atomic dimensions of the order of $10^{-8}$ cm. So, typical field gradients are of the order of $|\partial \Phi/\partial z| \approx 10^8$ V cm$^{-1}$ or $|\partial^2 \Phi/\partial z^2| \approx 10^{16}$ V cm$^{-2}$, and splittings of the order of $E_{\text{intr}}^0 \propto \varepsilon (\partial^2 \Phi/\partial z^2)_0$. $Q_{\text{intr}} \propto 5 \times 10^{-8}$ eV can result. A typical splitting pattern for the case of $^{57}$Fe with a spin value of $J^\pi = \frac{3}{2}^-$ in its first excited state is shown in figure 1.18. Resonant absorption from the $J^\pi = \frac{1}{2}^-$ ground state can now lead to the absorption pattern and from the measurement of a splitting to a nuclear quadrupole moment whenever $(\partial^2 \Phi/\partial z^2)_0$ is known. On the other hand, starting from a known quadrupole moments, an internal field gradient $(\partial^2 \Phi/\partial z^2)_0$ can be determined. In the other part of the figure, the magnetic hyperfine or Zeeman splitting of $^{57}$Fe is also indicated. A discussion on one-particle nucleon quadrupole moments and its relation to nuclear shapes is presented in Box 1d.

1.8 Nuclear reactions

In analysing nuclear reactions, nuclear transmutations may be written
\[ A_2X_N + \frac{A_2}{Z}a_{N'} \rightarrow \frac{A_2}{Z}Y_{N'} + \frac{A_2}{Z}b_{N'}. \] (1.67)
Figure 1.18. Typical hyperfine interactions. (a) Removal of the magnetic degeneracy resulting from Zeeman splitting. Magnetic moments in the $\frac{1}{2}^+$ and $\frac{3}{2}^-$ levels have opposite signs. (b) The hyperfine absorption structure in a sample of FeF$_3$. (c) Removal of the quadrupole degeneracy. Here, only the $\frac{1}{2}$ substates are split in energy for the same sample as discussed above. (d) The observed splitting using Mössbauer spectroscopy. (Taken from Valentin 1981.)

where we denote the lighter projectiles and fragments with $a$ and $b$, and the target and final nucleus with $X$ and $Y$. In the above transformations, a number of conservation laws have to be fulfilled.

1.8.1 Elementary kinematics and conservation laws

These may be listed as follows.

(i) Conservation of linear momentum, $\sum \vec{p}_i = \sum \vec{p}_f$,

(ii) Conservation of total angular momentum i.e.

$$\sum \vec{J}_i + \vec{J}_{rel,i} = \sum \vec{J}_f + \vec{J}_{rel,f},$$

(iii) Conservation of proton (charge) and neutron number is not a strict conservation law. Under general conditions, one has conservation of charge and conservation of nucleon or baryon (strongly interacting particles) number.
(iv) Conservation of parity, $\pi$, such that

$$\pi_X \cdot \pi_a \cdot \pi_X \pi = \pi_Y \cdot \pi_b \cdot \pi_Y \pi,$$

(1.69)

where the parities of the initial and final nuclei and projectiles (incoming, outgoing) are considered.

(v) Conservation of total energy, which becomes

$$T_X + M_X' c^2 + T_a + M_a' c^2 = T_Y + M_Y' c^2 + T_b + M_b' c^2.$$  

(1.70)

with $T_i$ the kinetic energy and $M_i' c^2$ the mass–energy. In the non-relativistic situation, the kinetic energy $T_i = \frac{1}{2} M_i' v_i^2$. One defines the $Q$-value of a given reaction as

$$Q = \left( \sum M_i' c^2 - \sum M_i c^2 \right)$$

$$= (M_X' + M_a' - M_Y' - M_b') c^2.$$  

(1.71)

which can be rewritten using the kinetic energies as

$$Q = \sum T_f - \sum T_i$$

$$= T_Y + T_b - T_X - T_a.$$  

(1.72)

**Figure 1.19.** Kinematic relations, for the reaction as discussed in the text, i.e. $X(a,b)Y$, between the laboratory (lab) and the centre-of-mass (COM) system. Indices with accent ('') refer to the COM system and $v_{COM}$ is the center of mass velocity. (Taken from Mayer-Kuckuk 1979.)

The kinematic relations, relating the linear momenta, in the reaction process can be drawn in either the laboratory frame of reference ('lab' system) or in the system where the centre-of-mass is at rest ('COM' system). We show these for the reaction given above in figure 1.19 in shorthand notation $X(a,b)Y$. A relation between scattering properties in the two systems (in particular relating the scattering angles $\theta_{lab}$ and $\theta_{COM}$) is easily obtained, resulting in the expression (see also figure 1.20)

$$\tan \theta_{lab} = \frac{\sin \theta_{COM}}{\cos \theta_{COM} + \left( v_{COM}/v_b' \right)}.$$  

(1.73)
The various quantities are denoted in the figure. Since one has $M'_a, \vec{v}'_a = -M'_X, \vec{v}'_X$ and also $\vec{v}'_{\text{COM}} = -\vec{v}'_X$, one can derive the relation $\vec{v}'_{\text{COM}} = (M'_a/M'_X) \vec{v}'_a$. The angle relation can be rewritten since

$$v'_{\text{COM}}/v'_b = \frac{M'_a v'_a}{M'_X v'_b}.$$  

![Figure 1.20](image)

**Figure 1.20.** Relation between the scattering angle $\theta_{\text{lab}}$ and $\theta_{\text{COM}}$. An explanation of the various kinematic quantities is given in the text.

For elastic processes, $v'_a = v'_b$ and then the approximate relation

$$\tan \theta_{\text{lab}} = \frac{\sin \theta_{\text{COM}}}{\cos \theta_{\text{COM}} + (M'_a/M'_X)} 
\simeq \tan \theta_{\text{COM}} (M'_a \ll M'_X).$$  

(1.74)

In the $Q$-value expressions, the various quantities are lab system quantities for kinetic energies. Since $Q$, however, can also be expressed in terms of the nuclear masses, the $Q$-value is independent of the nuclear coordinate system used (see figure 1.21).

![Figure 1.21](image)

**Figure 1.21.** Mass relations for the nuclear reaction $X(a,b)Y$ for both the exothermic ($Q > 0$) and endothermic ($Q < 0$) situations.

From the expressions, giving conservation of linear momentum, one finds a relation between the incoming and outgoing kinetic energies $T_a$, $T_b$ eliminating the angle-dependence $\varphi$ and the kinetic energy $T_Y$ since it is most often very difficult to measure the kinetic energy $T_Y$. The two relations are

$$\sqrt{2M'_a T_a} = \sqrt{2M'_Y T_Y} \cos \varphi + \sqrt{2M'_b T_b} \cos \theta$$
\[ \sqrt{2M'_b \cdot T_b \sin \theta} = \sqrt{2M'_Y \cdot T_Y \sin \varphi}. \]  

(1.75)

and, eliminating \( T_Y \) and the angle \( \varphi \), one obtains the relation

\[ Q = T_b \left( 1 + \frac{M'_b}{2M'_b + T_a \cdot T_b} \right) - T_a \left( 1 - \frac{M'_a}{M'_b + T_b} \right) \]

\[ - \frac{2\sqrt{M'_a M'_b \cdot T_a \cdot T_b}}{M'_Y} \cos \theta. \]  

(1.76)

So, it is possible to determine an unknown \( Q \)-value, starting from the kinetic energies \( T_a \), \( T_b \) and the angle \( \theta \). It is interesting to use the above expression in order to determine \( T_b \) as a function of the incoming energy \( T_a \) and the angle \( \theta \). Using the above equation, as a quadratic equation in \( \sqrt{T_b} \), we find

\[ \sqrt{T_b} = r \pm \sqrt{r^2 + s}, \]

with

\[ r = \frac{\sqrt{M'_a M'_b \cdot T_a \cdot T_b} \cos \theta}{M'_b + M'_Y}, \]

\[ s = \frac{M'_Y \cdot Q + T_a (M'_Y - M'_a)}{M'_b + M'_Y}. \]  

(1.77)

Recall that we are working in the non-relativistic limit. In discussing the result for \( \sqrt{T_b} \) we have to distinguish between exothermic \((Q > 0)\) and endothermic \((Q < 0)\) reactions.

(i) \( Q > 0 \).

In this case, as long as \( M'_a < M'_Y \) or, if the projectile is much lighter than the final nucleus, one always finds a solution for \( T_b \) as a positive quantity. Because of the specific angular dependence on \( \cos \theta \), the smallest value of \( T_b \) will appear for \( \theta = 180^\circ \). Even when \( T_a \to 0 \), a positive value of \( T_b \) results and \( T_b \approx Q \cdot M'_Y/(M'_a + M'_Y) \). We illustrate the above case, for the reaction \(^3\text{He}(p, n)^3\text{H}\) in figure 1.22.

(ii) \( Q < 0 \).

In the case when we choose \( T_a \to 0 \), \( r \to 0 \) and now \( s \) becomes negative so that no solution with positive \( T_b \) value can result. This means that for each angle \( \theta \), there exists a minimal value \( T_a^{th}(\theta) \) below which no reaction is possible. This value is lowest at \( \theta = 0^\circ \) and is called the threshold energy. The value is obtained by putting \( r^2 + s = 0 \), with a result

\[ T_a^{th} = -Q \cdot \frac{M'_b + M'_Y}{M'_b + M'_Y - M'_a}. \]  

(1.78)

It is clear that \( T_a^{th} > |Q| \) since in the reaction process of a with X, some kinetic energy is inevitably lost because of linear momentum conservation. Just near to
the threshold value, the reaction products $Y$ and $b$ appear with an energy in the lab system

$$T_b = r^2 = T_a^{th} \frac{M_a'M_b'}{(M_b' + M_Y')^2}, \quad (1.79)$$

even though the energy in the COM system is vanishingly small. Increasing $T_a$ somewhat above the threshold energy then for $\theta = 0^\circ$, two positive solutions for $T_b$ and a double-valued behaviour results. Two groups of particles $b$ can be observed with different, discrete energies. We illustrate the relation $T_b$ against $T_a$ for the endothermic reaction $^3\text{He}$(p,n)$^3\text{He}$, (figure 1.23).

The above result can most clearly be understood, starting from the diagram in figure 1.24 where the COM velocity $v_{COM}$ and the velocity $v'_b$ of the reaction product for different emission directions in the COM system are shown.

At the angle $\theta_{bb}$, two velocities $v'_b$ result, one resulting from the addition of $v_b$ and $v_{COM}$, one from subtracting. No particles $b$ can be emitted outside of the cone indicated by the dashed lines. The angle becomes $90^\circ$ whenever $v'_b = v_{COM}$. Then, in each direction only one energy value $T_b$ is obtained. The condition for having a single, positive value of $T_b$ is

$$T_a = -Q \frac{M_Y'}{M_Y' - M_a'}. \quad (1.80)$$

So, the expression (1.77), for $T_b$, indeed reveals many details on the nuclear reaction kinematics, as illustrated in the above figures for some specific reactions.

After a reaction, the final nucleus $Y$ may not always be in its ground state. The $Q$-value can be used as before but now, one has to use the values $M_Y'^*c^2$ and $T_Y'^*$, corresponding to the excited nucleus $Y$. This means that to every excited state in the final nucleus $Y$, with internal excitation energy $E_i(Y)$, a unique $Q$-value

$$Q_i = Q - E_i(Y). \quad (1.81)$$
1.8 NUCLEAR REACTIONS

Figure 1.23. Relation between kinetic energy of incoming \( T_a \) and outgoing \( T_b \) particles for the reaction \(^3\text{H}(p,n)^3\text{He}\). The insert shows the region of double-valued behaviour near \( T_a \approx 1.0 \) MeV. (Taken from Krane, *Introductory Nuclear Physics* © 1987 John Wiley & Sons. Reprinted by permission.)

Figure 1.24. Relation between the velocity vectors of the outgoing particles \( v_b \) and \( v'_b \) for a nuclear reaction \( X(a,b)Y \) with negative \( Q \) value. (Taken from Mayer-Kuckuk 1979.)

occurs. The energy spectrum of the emitted particles \( T_b \) at a certain angle \( \theta_{\text{lab}} \), shows that for every level in the final nucleus \( Y \), a related \( T_b \) value, from equation (1.77) will result. Conversely, from the energy spectrum of particles \( b \), one can deduce information on the excited states in the final nucleus.
A typical layout for the experimental conditions is illustrated below (figures 1.25 and 1.26)

1.8.2 A tutorial in nuclear reaction theory

In a nuclear reaction \( a + X \rightarrow \ldots \), the nucleus \( X \) seen by the incoming particle looks like a region with a certain nuclear potential, which even contains an imaginary part.
Figure 1.25. Outline of a typical nuclear reaction experiment. (a) The experimental layout and set-up of the various elements from accelerator to detector. (b) The energy relations (COM energies \( T_a', T_b' \)) for the nuclear reaction \( X(a,b)Y \). (c) The corresponding spectrum of detected particles of type b as a function of the energy of these particles (after Mayer-Kuckuk 1979).

Thereby both scattering and absorption can result from the potential

\[
U(r) = V(r) + iW(r).
\]  

(1.82)

The potentials \( V(r) \) and \( W(r) \) can, in a microscopic approach, be related to the basic nucleon–nucleon interactions. This process of calculating the ‘optical’ potential is a difficult one.

The incoming particle can undergo diffraction by the nucleus without loss of energy (elastic processes). If the energy of the incoming particle \( T_a \) is large enough, such that \( \lambda_a \ll R \) (\( R \) is the nuclear radius) and there is a negligible absorption component (\( W(r) \simeq 0 \)), the nucleus shows up as a ‘black sphere’ and a typical diffraction pattern results (figure 1.27(a)). This is also discussed in Box 1b and is illustrated here for \(^{+4}\text{He}\) scattering by \(^{24}\text{Mg}\). In cases where \( T_a \) is small, and with negligible absorption, standing ‘waves’ can be formed within the nuclear interior and thus, a large cross-section results, for certain values of \( R \) (and thus of \( A \)) with respect to the value of \( T_a \). Such states are called, ‘resonance’ states. The giant resonances are typical examples of such excited states in which large cross-sections occur (figure 1.28).

It is possible that the light projectile \( a \) enters in the nucleus thereby exciting a single nucleon from an occupied orbital into an ‘unbound’ \(( E > 0 \) state, with enough energy to leave the nucleus (see figure 1.27(b))). In these cases, we speak of ‘direct’ nuclear reactions. It could also be such that the incoming projectile \( a \) loses so much energy
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Figure 1.26. Realistic energy level scheme for $^{11}$B with all possible reaction channels. (Taken from Ajzenberg-Selove 1975.)

that it cannot leave the nucleus within a short time interval. This process can lead to the formation of a 'compound' nuclear state. Only with a statistical concentration of enough energy into a single nucleon or a cluster of nucleons can a nucleon (or a cluster of nucleons), leave the nucleus. The spectrum of emitted particles in such a process closely follows a Maxwellian distribution for the velocity of the outgoing particles with an almost isotropic angular emission distribution.

In contrast, direct nuclear reactions give rise to very specific angular distributions which are characteristic of the energy, and angular momenta of initial and final nucleus. Between the above two extremes (direct reactions—compound nucleus formation), a whole range of pre-equilibrium emission processes can occur. In these reactions a nucleon is emitted only after a number of 'collisions' have taken place, but before full thermalization has taken place.

The whole series of possible reaction processes is illustrated in figure 1.29 in an intuitive way.

We return briefly to the direct nuclear reaction mechanism by which a reaction
Figure 1.27. (a) Illustration of the reaction cross-section for elastic scattering of alpha particles on $^{25}$Mg. The various diffraction minima are indicated as a function of the momentum transfer. (Taken from Blair et al 1960). (b) Schematic illustration of a typical direct reaction process (for explanation see the text.)

Figure 1.28. Typical regions of an excited nucleus where we make a schematic separation into three different regimes: I—region of bound states (discrete states); II—continuum with discrete resonances; and III—statistical region with many overlapping resonances. The cross-section function is idealized in the present case. (Taken from Frauenfelder and Henley (1991) Subatomic Physics © 1974. Reprinted by permission of Prentice-Hall, Englewood Cliffs, NJ.)
Figure 1.29. Evolution of a nuclear reaction according to increasing complexity in the states formed. In the first stage, shape-elastic scattering is observed. The other processes excite more and more individual particles in the nucleus, eventually ending up at a fully compound nuclear state. (Taken from Weisskopf 1961.)

Figure 1.30. Direct reaction process where the nucleus X takes up part of the light fragment a, releasing the fragment b and the final nucleus Y. The time scale is too short for equilibrium to occur and a compound nuclear state to form.

\[ a + X \rightarrow Y + b \] can be described as follows. We can describe both the entrance and exit channels in terms of an optical potential \( U_a(X) \) and \( U_b(Y) \). The Schrödinger equations describing the scattering process become:

\[
- \frac{\hbar^2}{2m_a} \Delta \chi_{a,X} + U_a(X)\chi_{a,X} = E_{a,X}\chi_{a,X} \\
- \frac{\hbar^2}{2m_b} \Delta \chi_{b,Y} + U_b(Y)\chi_{b,Y} = E_{b,Y}\chi_{b,Y}.
\]  

Here, \( m_a(m_b) \) is the reduced mass of projectile (ejectile) relative to the nucleus X(Y). In a direct reaction, a direct 'coupling' occurs between the two unperturbed channels (a, X) and (b, Y) described by the distorted waves \( \chi_{a,X} \) and \( \chi_{b,Y} \). The transition probability for entering by the channel \( \chi_{a,X} \) at given energy \( E_{a,X} \) and leaving the reaction region by the outgoing channel \( \chi_{b,Y} \) is then giving using lowest-order perturbation theory by the matrix
element (figure 1.30)

\[ \int \chi_{a,X}^*(\vec{r}) H_{\text{int}}(\vec{r}) \chi_{b,Y}(\vec{r}) d\vec{r}. \] (1.84)

The description of the process is, in particular, rather straightforward if a zero-range interaction \( H_{\text{int}}(\vec{r}) \) is used to describe the nuclear interaction in the interior of the nucleus. The method is called DWBA (distorted wave Born approximation).

A more detailed but still quite transparent article on direct reactions is that by Satchler (1978).

### 1.8.3 Types of nuclear reactions

The domain of nuclear reactions is very extensive and, as discussed before, ranges from the simple cases of elastic scattering and one-step direct processes to the much slower, compound nuclear reaction formation. In table 1.2, we give a schematic overview depending on the type and energy of the incoming particle and on the target nucleus \( X \), characterized by its nuclear mass \( A \). In this table, though, only a limited class of reactions is presented. In the present, short paragraph, we shall illustrate some typical reactions that are of recent interest, bridging the gap between 'classical' methods and the more advanced 'high-energy' types of experiments.

1. The possible, natural decay processes can also be brought into the class of reaction processes with the conditions: no incoming particle \( a \) and \( Q > 0 \). We list them in the following sequence.
   - \( \alpha \)-decay:
     \[ \frac{A}{Z} X_N \to \frac{A-4}{Z-2} Y_{N-2} + \frac{4}{2}\text{He}_2. \]
   - \( \beta \)-decay:
     \[ \frac{A}{Z} X_N \to \frac{A}{Z-1} Y_{N+1} + e^+ + \nu_e \ (p \to n\text{-type}). \]
     \[ \frac{A}{Z} X_N \to \frac{A}{Z+1} Y_{N-1} + e^- + \bar{\nu}_e \ (n \to p\text{-type}). \]
     \[ \frac{A}{Z} X_N + e^- \to \frac{A}{Z-1} Y_{N+1} + \nu_e \ (e^-\text{-capture}). \]
   - \( \gamma \)-decay:
     \[ \frac{A}{Z} X_N^* \to \frac{A}{Z} X_N + h\nu. \]

   Here, the nucleus could also decay via pair \((e^- + e^+)\) creation (if \( E \geq 1.022 \text{ MeV} \)) or \( e^- \) internal conversion, in particular for \( 0^+ \to 0^+ \) decay processes.

2. Nuclear fission
   \[ \frac{A}{Z} X_N \to \frac{A_1}{Z_1} Y_{N_1} + \frac{A_2}{Z_2} U_{N_2} + x.n. \]

3. Particle emission (near the drip-line) with \( Q > 0 \), in particular proton and neutron emission.

   Various other, even exotic radioactive decay mechanisms do show up which are not discussed in detail in the present text.
Table 1.2. Table of nuclear reactions listing reaction products for a variety of experimental conditions. (Taken from Segré *Nuclei and Particles* 2nd edn © 1982 Addison-Wesley Publishing Company. Reprinted by permission.)

<table>
<thead>
<tr>
<th>Energy of incident particle</th>
<th>Incident particle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low, 0–1 keV</td>
<td></td>
</tr>
<tr>
<td>n.el.: No appreciable</td>
<td>No appreciable</td>
</tr>
<tr>
<td>γ reaction</td>
<td>No appreciable</td>
</tr>
<tr>
<td>y reaction</td>
<td>No appreciable</td>
</tr>
<tr>
<td>n.el.: reaction</td>
<td>No appreciable</td>
</tr>
<tr>
<td>n reaction</td>
<td>No appreciable</td>
</tr>
<tr>
<td>Very small reaction reaction reaction reaction</td>
<td></td>
</tr>
</tbody>
</table>

| Intermediate, 1–500 keV    |                  |
| n.el.: n                  | n                 |
| γ                             | n                 |
| n.el. reaction             | n                 |
| γ reaction                 | cross             |
| n reaction                 | cross             |
| Very small reaction reaction reaction reaction |

| High, 0.5–10 MeV           |                  |
| n.el.: n                  | n                 |
| n.el. reaction             | n                 |
| p                             | p                 |
| p reaction                  | y                 |
| n reaction                  | 2n                |
| Very high, 10–50 MeV        |                  |
| n.el.: p                   | n                 |
| n.el. reaction             | n                 |
| p                             | p                 |
| p reaction                  | 2p                |
| n reaction                  | 2p                |
| Very high, 10–50 MeV        |                  |
| n.el.: 2p                  | 2p                |
| n.el. reaction             | 2p                |
| p                             | 2p                |
| p reaction                  | 2p                |
| n reaction                  | 2p                |
| Very high, 10–50 MeV        |                  |
| n.el.: 2p                  | 2p                |
| n.el. reaction             | 2p                |
| p                             | 2p                |
| p reaction                  | 2p                |
| n reaction                  | 2p                |
| Very high, 10–50 MeV        |                  |

(ii) As outlined before, and presented in table 1.2, a large variety of nuclear, induced reactions can be carried out. Most of the easy processes use accelerated, charged particle beams with projectiles ranging from e⁻, e⁺ particles up to highly stripped heavy ions. In the accelerating process, depending on the particle being accelerated and the energy one is interested in, various accelerator techniques are in use.

One of the oldest uses a static potential energy difference realized in the Van de Graaff accelerator, mainly used for light, charged particles. Various new versions, such as the two-stage tandem were developed, and is explained in figure 1.31.

Linear accelerators have been used mainly to obtain high-energy e⁻ beams. At the high-energy accelerator centres (CERN, SLAC, ...) linear accelerators have been used to pre-accelerate protons before injecting them in circular accelerators. Even circular, e⁻ accelerators have been constructed like LEP at CERN. By constructing with a very large radius and thus, a small curvature, rather low losses due to radiation are present. Also, special ‘low-loss’ radiofrequency cavities have been built.

Many accelerators make use of circular systems: cyclotron accelerators are very often used in nuclear structure research (see the SATURNE set up at Saclay where projectiles ranging from protons to heavy ions can be used figure 1.32). At the high- and very-high-energy side, starting from the early AGS (Alternating-gradient synchrotron) at the Brookhaven National Laboratory (figure 1.33), over the LEP
Figure 1.31. Two-state tandem accelerator. 1—source of positive ions. 2—canal for adding electrons. 3—negative ions are pre-accelerated to 80 keV and injected into the Van de Graaff accelerator where they receive a potential energy of 5 MeV. 6—the ions are stripped of electrons and become positively charged by passing through a gas at low pressure. 7—the positive ions are accelerated by a further 5 MeV so that their total potential energy is 10 MeV. The kinetic energy of the emerging ions depends on their charge states in the two stages of acceleration, e.g. if single charged in each stage their kinetic energy will be 10 MeV. 8—deflecting and analysing magnet. 9—switching magnet. (High-Voltage Engineering Corp., Burlington, MA.)

e−, e+ facility at CERN, projects are underway for building a superconducting supercollider in the USA.

The scale of the AGS (Alternating Gradient Synchrotron) and the LEP installations are illustrated in the following pages and thus, give an impression of the huge scale of such projects (figure 1.34).

The accelerator mechanisms, projectiles used and various recent possibilities are discussed in e.g. *Nuclei and Particles*, second edition (Segré 1982) and Box 1f. In conjunction with the accelerator processes, the detectors needed to measure the appropriate particles (energy, angular distributions, multiplicities, ...), can sometimes be huge, as in the high-energy experiments. Interesting physics should result from the versatility in the detection systems and from the creativity of the physicists running a particular experiment (figure 1.35).

Reactions that are attracting much attention at present, in recent projects and in planned experiments, are heavy ion reactions. These will eventually be done using heavy ions moving at relativistic speeds. At Brookhaven, the RHIC (Relativistic Heavy-Ion Collider), is being built (figures 1.36 and 1.37). The main aims are to study the properties of nuclear matter at high densities and high temperature. It is hoped that, eventually, conditions near to those that characterized the early Universe will be created in laboratory conditions. For further reading, see the reference list.
Figure 1.32. Typical view of an accelerator laboratory. In the present case, the SATURNE accelerator with the various beam lines and experiments is shown. (Taken from Chamouard and Durand 1990.)

Figure 1.33. View of the alternating-gradient synchrotron (AGS) at the Brookhaven National Laboratory showing a few of the beam bending magnetic sections (reprinted with permission of Brookhaven National Laboratory).
Figure 1.34. View of the LEP ring superimposed on a map of France and Switzerland where CERN is sited. The ring has a 27 km circumference. The SPS ring is shown for comparison. (Taken from CERN Publication 1982 CERN/DOC 82-2 (January) 13, 19.)

Figure 1.35. Open perspective view of the ALEPH detector used at LEP where incoming beams of electrons and positrons enter head-on collisions in the central zone (adapted from Breuker et al 1991).
Figure 1.36. Colliding heavy nuclei are used to study the nuclear equation of state. Here, two Au nuclei collide slightly off-centre (1). Matter is squeezed out at right angles to the reaction plane (2). The remaining parts of the two nuclei then bounce off each other (3). (Taken from Gutbrod and Stöcker 1991. Reprinted with permission of Scientific American.)
Figure 1.37. Relativistic contraction is illustrated in an ultra-high-energy collision between two uranium nuclei. (a) A 1 TeV uranium nucleus, having a velocity of 99.999% of that of light, appears as a disk, with a contraction predicted by the theory of special relativity. It encounters the target-nucleus for about $10^{-22}$ s, a time much too short to reach equilibrium so the projectile passes through (c). In this process, the temperatures reached may create conditions similar to the early Universe, shortly after the big bang (b). (Taken from Harris and Rasmussen 1983. Reprinted with permission of Scientific American)
The ‘Gesellschaft für Schwerionenforschung’ (GSI for short) in Darmstadt succeeded in 1982 in fusing atomic nuclei to form the element with $Z = 109$ and a few years later to form the element with $Z = 108$. In 1994 successful synthesis of elements with $Z = 110$ and 111 was carried out. These elements indeed have very short lifetimes, of the order of a few milliseconds (ms), but could be identified uniquely by their unambiguous decay chain. The group of Armbruster and Münzenberg, followed by Hofmann, in a momentous series of experiments making heavier and heavier artificial elements, in February 1996, formed the heaviest element now known with $Z = 112$.

The group of physicists at the GSI, together with scientists from a number of laboratories with long-standing experience in fusing lighter elements in increasingly super-heavy elements (Dubna (Russia), Bratislava (Slovakia) and Jyväskylä (Finland)) made this reaction possible.

The particular fusion reaction that was used consisted of accelerating $^{70}\text{Zn}$ nuclei with the UNILAC at GSI and colliding them with an enriched target consisting of $^{208}\text{Pb}$. If an accelerated nucleus reacts with a target nucleus fusion can happen but this process is rare: only about one collision in $10^{18}$ produces the element with $Z = 112$. Even with a successful fusion between the projectile and the target nucleus, the ‘compound’ nucleus formed is still heated and must be ‘cooled’ very quickly otherwise it would fall apart in a short time. If a single neutron is emitted, this cooling process just dissipates enough energy to form a single nucleus of the element with $Z = 112$ which can subsequently be detected. The formation is shown in figure 1a.1 (an artistic view) and in figure 1a.2 in which the precise decay chain following the formation of element $Z = 112$ is given. Both the alpha-decay kinetic energies and half-lives for the disintegration (see Chapter 2) are given at the various steps.

![Figure 1a.1](image_url)

**Figure 1a.1.** Birth of an element: a Zn nucleus (left) hits a Pb nucleus, merges, cools by ejecting a neutron and ends as an element with $Z = 112$. (Adapted from Taubes 1982.)

In addition to the element with a charge of $Z = 112$, additional nuclei with $Z = 110$ were shown to exist (with mass $A = 273$). According to present-day possibilities and also supported by theoretical analyses, it might well be possible in the near future to create elements with $Z = 113$ and even $Z = 114$. 
For more technical details, we refer the reader to Armbruster and Münzenberg (1989), Hofmann (1996), GSI-Nachrichten (1996a).

Figure 1a.2. Decay chain with $\alpha$-decays characterizing the decay of the element with charge $Z = 112$. (Taken from GSI-Nachrichten, 1996a, with permission.)
In describing the scattering of electrons from a nucleus, we can start from lowest-order perturbation theory and represent an incoming particle by a plane wave with momentum $k_i$ and an outgoing particle by plane wave with momentum $k_f$. The transition matrix element for scattering is given by

$$ W(\vec{k}_i, \vec{k}_f) = \frac{2\pi}{\hbar} |M(\vec{k}_i, \vec{k}_f)|^2 \rho(E), (s^{-1}). \quad (1b.1) $$

where

$$ M(\vec{k}_i, \vec{k}_f) = \frac{1}{V} \int \exp \left[ i(\vec{k}_i - \vec{k}_f) \cdot \vec{r} \right] V(r) d\vec{r}. \quad (1b.2) $$

Starting from the knowledge of $W(\vec{k}_i, \vec{k}_f)$ and the incoming current density $\sim j$, one can evaluate the differential cross-section for scattering of the incoming particles by an angle $\theta$ within the angular element $d\Omega$ as

$$ \frac{d\sigma}{d\Omega} = W(\vec{k}_i, \vec{k}_f) / j. \quad (1b.3) $$

or

$$ \frac{d\sigma}{d\Omega} = \frac{m^2}{4\pi^2 \hbar^4} |M(\vec{k}_i, \vec{k}_f)|^2. \quad (1b.4) $$

This is the Born approximation equation which can be rewritten in terms of the scattering angle $\theta$ since we have (see figure 1b.1)

$$ q = \hbar (\vec{k}_i - \vec{k}_f). \quad (1b.5) $$

We then obtain the expression

$$ \frac{d\sigma}{d\Omega} = |f(\theta)|^2. \quad (1b.6) $$

with

$$ f(\theta) = \frac{m}{2\pi \hbar^2} \int V(r) \exp \left( i \frac{q}{\hbar} \cdot \vec{r} \right) d\vec{r}. \quad (1b.7) $$

For a central potential $V(r)$, the above integral can be performed more easily if we choose the $z$-axis along the direction of the $\vec{q}$-axis. So, we have

$$ q \cdot r = qr \cos \theta', $$

$$ d\vec{r} = r^2 \sin \theta' dr d\theta' d\phi', \quad (1b.8) $$

and the integral becomes

$$ \int \exp \left( i \frac{q}{\hbar} \cdot \vec{r} \right) d\vec{r} = \int \exp \left( i \frac{q r \cos \theta'}{\hbar} \right) r^2 \sin \theta' dr d\theta' d\phi'. \quad (1b.9) $$

Using the substitution $z = (i/\hbar)qr \cos \theta'$, this integral can quite easily be rewritten in the form

$$ \int \exp \left( i \frac{q}{\hbar} \cdot \vec{r} \right) d\vec{r} = \int_{0}^{\infty} \frac{\sin(qr/\hbar)}{(qr/\hbar)} 4\pi r^2 dr, \quad (1b.10) $$
and for the scattering amplitude \( f(\theta) \) we obtain the result

\[
f(\theta) = \frac{2m}{\hbar q} \int_0^\infty V(r)r \sin(qr/\hbar) \cdot dr. \tag{1b.11}
\]

We now discuss three applications: (1) scattering by the Coulomb potential \( 1/r \); (2) scattering off a nucleus with a charge density \( \rho(r) \) (spherical nucleus); (3) scattering by a square well potential.

![Figure 1b.1](image)

**Figure 1b.1.** Linear momentum diagram representing initial \( \vec{k}_i \), final \( \vec{k}_f \) and transferred \( \vec{q} \) vectors in electromagnetic interactions.

![Figure 1b.2](image)

**Figure 1b.2.** Coordinates \( \vec{r}, \vec{s} \) and \( \vec{t} \) in the scattering process (see text).

(i) **Coulomb (Rutherford) scattering.** Using the potential \( V(r) = Ze^2/r \), we immediately obtain

\[
f(\theta) = \frac{2mZe^2}{\hbar q} \int_0^\infty \sin(qr/\hbar)dr
= \frac{2mZe^2}{\hbar q} \lim_{a \to 0} \int_a^\infty \sin(qr/\hbar)e^{-r/a}dr
= \frac{2mZe^2}{q^2}. \tag{1b.12}
\]

and thus

\[
\frac{d\sigma}{d\Omega} = |f(\theta)|^2 = 4m^2e^4Z^2 \frac{1}{q^4}, \tag{1b.13}
\]

which is indeed, the Rutherford scattering differential cross-section.
Figure 1b.3. Angular distribution for elastic scattering on the square-well potential, as discussed in the text, obtained using the Born approximation with plane waves (see equation 1.6.20) and with $kR_n = 8.35$. The data correspond to 14.5 MeV neutron scattering on Pb. (Taken from Mayer-Kuckuk 1979.)

(ii) Electron scattering off a nucleus. In figure 1b.2 we show the scattering process where $\vec{r}$ is the radial coordinate from the center of the nucleus, $\vec{t}$ is the coordinate of the moving electron measured from the centre of the nucleus with $\vec{t} = \vec{r} + \vec{s}$. The volume element $Ze\rho(r)d\vec{r}$ contributes to the potential felt by the electron as

$$\Delta V(r) = \frac{Ze^2}{s}\rho(r)d\vec{r}. \quad (1b.14)$$

Now, the scattering amplitude $f(\theta)$ becomes

$$f(\theta) = \frac{mZe^2}{2\pi\hbar^2} \int \int \frac{\rho(r)}{s} \exp \left[ \frac{i}{\hbar} \vec{q} \cdot (\vec{r} + \vec{s}) \right] d\vec{r} d\vec{s}$$

$$= \int \rho(r) \exp \left( \frac{i}{\hbar} \vec{q} \cdot \vec{r} \right) d\vec{r} \frac{mZe^2}{2\pi\hbar^2} \int \frac{1}{s} \exp \left( \frac{i}{\hbar} \vec{q} \cdot \vec{s} \right) d\vec{s}$$

$$= \int_0^\infty \rho(r) \frac{\sin(qr/\hbar)}{(qr/\hbar)} \frac{2mZe^2}{\hbar q} \frac{4\pi r^2 dr}{F^2(q)} \frac{1}{(d\sigma/d\Omega)_{\text{Ry}}^{\hbar}} \int_0^\infty \sin(qs/\hbar) ds. \quad (1b.15)$$

The final result for $d\sigma/d\Omega$ is modified via the finite density distribution $\rho(r)$ and the correction factor is called the charge nuclear form factor $F^2(q)$ and contains the
information about the nuclear charge density distribution $\rho(r)$. Thus one has

$$\frac{d\sigma}{d\Omega} = \left( \frac{d\sigma}{d\Omega} \right)_{\text{Ruth}} F^2(q). \quad (1b.16)$$

In comparing a typical electron scattering cross-section, as derived here, to the realistic situation for $^{208}$Pb (figure 1.8), the measured cross-section, as a function of the momentum transfer $q$, can be used to extract the $\rho(r)$ value in $^{208}$Pb.

(iii) **Scattering by a square-well potential.** Using a potential which resembles closely a nuclear potential (compared to the always present Coulomb part) with $V(r) = -V_0$ for $r < R_0$ and $V(r) = 0$ for $r \geq R_0$ (where $R_0$ is the nuclear radius) we obtain for $f(\theta)$

$$f(\theta) = \frac{-2mV_0}{\hbar q} \int_0^{R_0} r \sin(qr/\hbar) \, dr. \quad (1b.17)$$

The integral becomes

$$\left( \frac{\hbar^2}{q^2} \right) \left[ \sin(qr/\hbar) - (qr/\hbar) \cos(qr/\hbar) \right]. \quad (1b.18)$$

and the cross-section is

$$\frac{d\sigma}{d\Omega} = 4m^2V_0^2\hbar^2 q^6 \left[ \sin(qR_0/\hbar) - (qR_0/\hbar) \cos(qR_0/\hbar) \right]^2. \quad (1b.19)$$

From figure 1b.1, we obtain the result that $q = 2k\hbar \sin(\theta/2)$ with $k = \left| \vec{k}_i \right| = \left| \vec{k}_f \right|$ for elastic scattering. Using this relation between $q$ and the scattering angle, we can express $d\sigma/d\Omega$, for given $k$ and $R_0$, as a function of the scattering angle $\theta$ and obtain

$$\frac{d\sigma}{d\Omega} = \frac{4m^2V_0^2R_0^6}{\hbar^6} \left[ \sin(2kR_0 \sin \theta/2) - 2kR_0 \sin \theta/2 \cos(2kR_0 \sin \theta/2) \right]^2 \left( 2kR_0 \sin \theta/2 \right)^6. \quad (1b.20)$$

This scattering cross-section, which is valid at high incident energies, results in a typical diffraction pattern. A large contribution occurs only for forward scattering if $qR_0 < 1$, or $\sin \theta/2 < 1/2kR_0$. In figure 1b.3, we compare the result using equation 1b.20, with $kR_0 = 8.35$, with data for 14.5 MeV neutron scattering on Pb. Even though the fit is not good at the diffraction minima, the overall behaviour in reproducing the data is satisfactory.
Nobel Prize 1990

The most prestigious award in physics went this year to Jerome I. Friedman and Henry W. Kendall, both of the Massachusetts Institute of Technology (MIT), and Richard E. Taylor of Stanford for their pioneering investigations concerning deep inelastic scattering of electrons on protons and bound neutrons, which have been of essential importance for the development of the quark model in particle physics.

Their experiments, carried out from 1967 at the then new two-mile linac at the Stanford Linear Accelerator Center (SLAC) showed that deep inside the proton there are hard grains, initially called 'partons' by Feynman and later identified with the quarks, mathematical quarks which since 1964 had been known to play an important role in understanding the observed variety of subatomic particles.

These initial forays into high energy electron scattering discovered that a surprisingly large number of the electrons are severely deflected inside the proton targets. Just as the classic alpha particle results of Rutherford earlier this century showed that the atom is largely empty space with a compact nucleus at its centre, so the SLAC-MIT experiments showed that hard scattering centres lurked deep inside the proton.

Writing on the wall for this year's Nobel Prize was the award last year of the Wolfgang Panofsky Prize (sponsored by the Division of Particles and Fields of the American Physical Society) to the same trio for their leadership in the first deep-inelastic electron scattering experiments to explore the deep interior of nuclear particles.

In the early 1960s when construction of the SLAC linac was getting underway, the 1990 Nobel trio, who had first met in the 1950s as young researchers at Stanford's High Energy Physics Laboratory, came together in a collaboration preparing the detectors and experimental areas to exploit the new high energy electron beams.

The outcome was described in an article (October 1987, page 9) by Michael Riordan, subsequently a member of the experimental collaboration and now SLAC's Science Information Officer, for the 20th anniversary of SLAC's electron beams.

In October 1967, MIT and SLAC physicists started shaking down their new 20 GeV spectrometer; by mid-December they were logging electron-proton scattering in the so-called deep inelastic region where the electrons probed deep inside the protons. The huge excess of scattered electrons they encountered there - about ten times the expected rate - was later interpreted as evidence for pointlike, fractionally charged objects inside the proton.

The quarks we take for granted today were at best 'mathematical' entities in 1967 - if one allowed them any true existence at all. The majority of physicists did not. Their failure to turn up in a large number of intentional searches had convinced most of us that Murray Gell-Mann's whimsical entities could not possibly be 'real' particles in the usual sense, just as he had insisted from the very first.
Jerome Friedman, Henry Kendall, Richard Taylor and the other MIT-SLAC physicists were not looking for quarks that year. SLAC Experiment 4B had originally been designed to study the electroproduction of resonances. But the proceedings of a young SLAC theorist, James Bjorken, who had been working in current algebra (then an esoteric field none of the experimenters really understood), helped convince them to make additional measurements in the deep inelastic region, too.

Over the next six years, as first the 20 GeV spectrometer and then its 8 GeV counterpart swung out to larger angles and cycled up and down in momentum, mapping out this deep inelastic region in excruciating detail, the new quark-parton picture of a nucleon’s innards gradually took a firmer and firmer hold upon the particle physics community. These two massive spectrometers were our principal ‘eyes’ into the new realm, by far the best ones we had until more powerful muon and neutrino beams became available at Fermilab and CERN. They were our Geiger and Martsden, reporting back to Rutherford the detailed patterns of ricocheting projectiles. Through their magnetic lenses we ‘observed’ quarks for the very first time, hard ‘pits’ inside hadrons.

These two goliaths stood resolutely at the front as a scientific revolution erupted all about them during the late 1960s and early 1970s. The harbinger of a new age in particle physics, they helped pioneer the previously radical idea that leptons, weakly interacting particles, of all things, could be used to plumb the mysteries of the strong force. Who would have guessed, in 1967, that such spindly particles would eventually ferret out their more robust cousins, the quarks? Nobody, except perhaps Bjorken - and he wasn’t too sure himself.

(The saga is recounted in every detail in Riordan’s book ‘The Hunting of the Quark’, published by Simon and Schuster.)

(Reprinted from CERN Courier 1990 (December) 1, with permission from CERN.)
Consider the motion of a point-like particle with charge $q$ rotating in a circle with radius $R$ outside a spherical core. Neglecting interaction effects between the particle and the core, we obtain for the intrinsic quadrupole moment $Q_{\text{intr}}$:

$$Q_{\text{intr}} = q(3z^2 - R^2) = -qR^2.$$  \hspace{1cm} (1d.1)

Using the semiclassical arguments discussed before, one obtains for the possible values $Q(J, M)$, the expression

$$Q(J, M) = \frac{3M^2 - J(J + 1)}{2J(J + 1)} Q_{\text{intr}}.$$  \hspace{1cm} (1d.2)

Thus, the quadrupole operator, $\hat{Q}$, has $J + 1/2$ distinct eigenvalues, corresponding to the value of $M(\pm M)$, when evaluating its expectation value by a semiclassical method. By convention, $Q(J, J)$ is called the quadrupole moment of the corresponding quantum state and is denoted by $Q$. For the above point-like single-particle motion one obtains

$$Q = Q(J, J) = \frac{3J^2 - J(J + 1)}{2J(J + 1)} \cdot Q_{\text{intr}}.$$  \hspace{1cm} (1d.3)

or

$$Q = -q \frac{2J - 1}{2J + 2} \cdot R^2,$$  \hspace{1cm} (1d.4)

for $J \neq 0$.

In a more precise way, if a radial wavefunction $R_{nt}(r)$ is associated with the single-particle motion, one has to replace $R^2$ by the average value $\langle r^2 \rangle = \int_0^\infty R_{nt}(r)r^2 R_{nt}(r)r^2 dr$ and obtain the results

$$Q = -q \frac{2J - 1}{2J + 2} \langle r^2 \rangle_{nt} \quad J \neq 0,$$

$$Q = 0 \quad J = 0, 1/2.$$  \hspace{1cm} (1d.5)

This model can be used for a doubly-magic nucleus with an outer additional nucleon outside or a single nucleon missing from a closed shell. One can evaluate the average value of $Q$ if one simplifies the radial wavefunction to a constant value within the nuclear radius $R = r_0A^{1/3}$. One then obtains $\langle r^2 \rangle = \frac{3}{5}R^2$, and the results

$$Q = -\frac{3}{5}eR^2 \frac{2J - 1}{2J + 2} \quad \text{for an extra particle} \quad J \neq 0, \neq \frac{1}{2},$$

$$Q = \frac{3}{5}eR^2 \frac{2J - 1}{2J + 2} \quad \text{for an extra 'hole'} \quad J \neq 0, \neq \frac{1}{2}.$$  \hspace{1cm} (1d.6)

Here, we have assumed that the extra particle is a proton with charge $+e$ and that a proton hole has charge $-e$. The corresponding distribution is represented in figure 1d.1. A measure of nuclear deformation, independent of the size of the nucleus is obtained from the value of the reduced quadrupole moments, $Q/ZR^2$, where $R$ is the radius of the sphere. One observes in figure 1d.2 that near to closed shells, quadrupole moments...
Figure 1d.1. Coordinates used to evaluate the intrinsic quadrupole moment of a single nucleon with charge $q$ in a circular orbit with radius $R$.

Figure 1d.2. The reduced nuclear quadrupole moments as a function of the number of odd nucleons. The quantity $Q/Z R^2$ gives a measure of the nuclear quadrupole deformation. (Taken from Segré Nuclei and Particles 2nd edn © 1982 Addison-Wesley Publishing Company. Reprinted by permission.)
agree well with a single particle (or hole) outside an inert, spherical core. In some regions though, very large quadrupole moments occur. Rainwater (1950) suggested that motion of the single particle deforms the whole nucleus and that the observed quadrupole moment results from a collective distortion of many orbits. This collective model has been developed by Bohr and Mottelson since 1952. Using this model and the concept of nuclear deformation, landscapes have been mapped (see figures 1d.2 and figure 1d.3). These dramatically show the strongly pronounced spherical shapes associated with closed shells at certain $N$ and/or $Z$ values. The measure of deviation from a spherical shape can be given using various parametrizations of the shape, e.g. the ellipsoid with axial symmetry, as in the Nilsson model (Nilsson 1955).

Moreover, a nucleus can change its shape when rotating. It has been shown, quite recently, that important modifications to the nuclear shape show up at high rotational frequencies (Simpson et al 1984).

The predicted shape variations are shown in figure 1d.4 where the nucleus is depicted as rotating in the plane of the figure. At low spin, the nucleus has a prolate shape relative to the symmetry axis, denoted by $S$. At intermediate spins the rotation forces some matter into the rotating plane, but now the axis $S$ is no longer a symmetry axis and the nucleus becomes triaxial. At high spins, the matter is distributed in the plane of rotation, but again in a regular pattern. Now, the symmetry axis coincides with the rotational axis and the nucleus flattens into an 'oblate' shape. It is this latter set of shapes that was observed in $^{158}$Er by Simpson et al (1984).

In order to understand the experimental signature for such shape changes, one must consider the concept of 'rotational frequency' for a microscopic object. The nuclear, excited states are strictly characterized by the angular momentum quantum number $J$, rather than $\omega$, which is a classical quantity. A rotating nucleus gives rise to a rotating, deformed electric field which can emit electromagnetic radiation. The rotational frequency of the nucleus can then be deduced from the frequency of the emitted $\gamma$-radiation. If the concept of genuine rotation is meaningful in the nucleus, this quantity should vary in a smooth way as a function of the energy in $^{158}$Er, relative to that of a classical rotor with the same spin and frequency. In figure 1d.4, one observes, however, some frequencies $\omega_1, \omega_2, \omega_p, \ldots$ where the classical frequency almost stays constant whereas the energy increases rapidly. These points correspond to a breakdown of classical motion due to specific shell-model aspects, known as 'rotational alignment' by which nucleons tend to become localized in the plane of rotation and thus contribute to the triaxiality of the system.
Figure 1d.3. A nuclear 'landscape' of shapes. The total energy as a function of nuclear mass and of the deviation from the spherical shape, as a reference level, is illustrated in a contour plot. Calculations are from Ragnarsson and Nilsson. The lowest-lying areas (dark regions) are the 'valleys' corresponding to minimum energy and to the stable, spherical nuclei. The most stable regions correspond to the (40,40), (50,82) (82,126) (Z, N) combinations. The side-valleys (shaded regions) correspond to less stable prolate-shaped nuclei.

Figure 1d.4. Typical rare-earth shape changes as a function of increasing rotational frequency $\omega$ (see text in Box 1d). In the lower part, the energy of the nucleus $^{158}$Er, relative to that of a classical rotor $E_{rot}$ with the same angular momentum $J$ and frequency $\omega$. Angular momentum values are indicated along the curve and are in units of $\hbar$. (Taken from Rowley 1985. Reprinted with permission of Nature © 1985 MacMillan Magazines Ltd.)
Box 1e. An astrophysical application: alpha-capture reactions

Stars are ideal places for manufacturing elements such as carbon and oxygen, which are the basic constituents of planets and people. All those elements that have been formed, though, very much depend on some remarkable coincidences in the laws of physics, sometimes also called the 'antropic' principle.

About 75% of a star is hydrogen, about 25% is helium and a mere 1% or so consists of heavier elements: this proportion is an important clue that all heavier elements (C, O, ...) have been manufactured inside of the stars. This process of nuclear synthesis is quite well understood (see Fowler 1984), though a number of key difficulties remained for some time. It was known how the present abundances of hydrogen and helium and some other light elements such as deuterium and lithium were created in the early phase of the universe formation, starting from the 'standard' model. Even early studies in 1950 by Gamow indicated the difficulties of forming heavier elements by synthesis inside stars. But how do stars perform this 'trick'?

We know that the nucleus \(^4\text{He}\) is extremely stable (\(\approx 28\) MeV of binding energy) and so, nuclei which form an \(\alpha\)-like composition show an increased stability compared with nearby nuclei. Carbon (3 \(\alpha\) particles) and oxygen (4\(\alpha\) particles) are particularly stable elements in that respect. Once these elements are formed in the right quantities, heavier element formation looks quite straightforward using the subsequent interaction with \(\alpha\)-particles (in stars or in the laboratory).

A problem showed up, however, at the very first stages. Two \(^4\text{He}\) nuclei can form \(^8\text{Be}\) if they have the correct kinetic energy (\(Q = -0.094\) MeV). The nucleus \(^8\text{Be}\), though, is extremely unstable, breaking apart again into two \(^4\text{He}\) nuclei, within a lifetime of only \(\approx 10^{-17}\) s. So, how then can \(^{12}\text{C}\) be formed which even needs an extra \(^4\text{He}\) nucleus to merge with \(^8\text{Be}\) to form a \(^{12}\text{C}\) nucleus.

In 1952, Salpeter suggested that \(^{12}\text{C}\) might be formed in a rapid two-step process (see figure 1e.1) with two \(^4\text{He}\) nuclei, colliding to form a \(^8\text{Be}\) nucleus which was then hit by a third \(^4\text{He}\) nucleus in the very short time before desintegration took place. Hoyle, though, puzzled out that, even though the above process looked highly exotic and improbable, the presence of a resonance level in \(^{12}\text{C}\) might make the process feasible. This coincidence proved later by Fowler, allows instead the formation of \(^{12}\text{C}\) and thus of all heavier elements. When two nuclei collide and stick together, the new nucleus that is formed carries the combined mass (minus the mass defect caused by the strong interaction forces) plus the combined, relative kinetic energy of motion. It now occurs that in the reaction

\[ ^8\text{Be} + ^4\text{He} + T_{\text{4He}} \rightarrow ^{12}\text{C}^*. \]

a resonance in \(^{12}\text{C}^*\) is formed at 7.654 MeV excitation energy and a COM kinetic energy of 0.287 MeV is needed to come into 'resonance' with the excited state in \(^{12}\text{C}\). The temperature inside the stars is such that in He-burning, the thermal motion can supply this small energy excess.

The combined mass \(M'(^8\text{Be})c^2 + M'(^4\text{He})c^2 = 7.367\) MeV, just about 4% less than the \(^{12}\text{C}^*\) excited state of 7.654 MeV. It is this coincidence which has allowed \(^{12}\text{C}\) formation and that of heavier elements (figure 1e.2) (Gribben and Rees 1990 and Livio et al 1989).
Figure 1e.1. The formation of $^{12}$C: two $^4$He nuclei collide to form $^8$Be. Occasionally, a third $^4$He nucleus can combine to form $^{12}$C in an excited state. The pictorial description of this process is depicted in the left-hand part. The reaction energy balance is explained and illustrated in the right-hand side.
Figure 1e.2. The more detailed reactions leading to the possible formation of $^8\text{Be}$ (in the ground state or any of its excited states). (Taken from Ajzenberg-Selove 1960.)
Even before the foundations of the Superconducting Super Collider (SSC) have been laid in Texas, people are brooding about the next generation of particle accelerators.

The demolition of the particles of matter that should exist but which, to date, do not, the Higgs boson (called H) is among the most conspicuous. Its predicted existence is a cornerstone of the grand unified theories of matter as a consequence of the axions that may mediate the low-energy world we live in. Naturally, given a new accelerator coming into operation, no one would think of using the equipment to test the predictions of the theory. But if the Higgs particle is not found, the new accelerator will be of no use. It is the Higgs boson, in this sense, which is the ultimate test of the theory.

But what happens when the opposing travelling beams are shaped so as to minimize the loss of energy by the mechanism portrayed in the figure? Then, the beam will be copious production of single photons, but the chance of producing pairs of photons simultaneously will be proportionately enhanced. Is it possible that the process will lead to the production of pairs of photons sufficiently energetic for their interaction to exhibit physical phenomena not otherwise easily observable?

The answer is not to be found here. The first step, the calculation of the chance that a single electron in a travelling pulse of, say, 100 electrons will interact with a photon hadron for the sake of the argument, is of no use. The calculation for the two beams of quantum electrodynamics (QED) is different, but the results are far from different. In the end, the calculation has to be numerical, and the results are not clear cut.

Briefly, the interaction of ribbon-shaped pulses with low energy will yield two cases in which pairs of photons may interact with each other but with very little precision. The chance of one electron on the axis of the other will be large. The chance of two electrons on the axis of the other will be very small. In either case, the chance of the two electrons interacting is not so small as to be ignored. It is customary to reduce the law of energy in those parts of a trajectory in which interactions are supposed not to occur by shaping the counter-circulating beams appropriately, giving each of them a ribbon-like cross-section for example, so that their interpretation is a minimum.

But what happens when the opposing travelling beams are shaped so as to minimize the loss of energy by the mechanism, but to maximize it? Then, the beam will have copious production of single photons, but the chance of producing pairs of photons simultaneously will be proportionately enhanced. Is it possible that the process will lead to the production of pairs of photons sufficiently energetic for their interaction to exhibit physical phenomena not otherwise easily observable?

The answer is not to be found here. The first step, the calculation of the chance that a single electron in a travelling pulse of, say, 100 electrons will interact with a photon hadron for the sake of the argument, is of no use. The calculation for the two beams of quantum electrodynamics (QED) is different, but the results are far from different. In the end, the calculation has to be numerical, and the results are not clear cut.

Briefly, the interaction of ribbon-shaped pulses with low energy will yield two cases in which pairs of photons may interact with each other but with very little precision. The chance of one electron on the axis of the other will be large. The chance of two electrons on the axis of the other will be very small. In either case, the chance of the two electrons interacting is not so small as to be ignored. It is customary to reduce the law of energy in those parts of a trajectory in which interactions are supposed not to occur by shaping the counter-circulating beams appropriately, giving each of them a ribbon-like cross-section for example, so that their interpretation is a minimum.

But what happens when the opposing travelling beams are shaped so as to minimize the loss of energy by the mechanism, but to maximize it? Then, the beam will have copious production of single photons, but the chance of producing pairs of photons simultaneously will be proportionately enhanced. Is it possible that the process will lead to the production of pairs of photons sufficiently energetic for their interaction to exhibit physical phenomena not otherwise easily observable?

The answer is not to be found here. The first step, the calculation of the chance that a single electron in a travelling pulse of, say, 100 electrons will interact with a photon hadron for the sake of the argument, is of no use. The calculation for the two beams of quantum electrodynamics (QED) is different, but the results are far from different. In the end, the calculation has to be numerical, and the results are not clear cut.

Briefly, the interaction of ribbon-shaped pulses with low energy will yield two cases in which pairs of photons may interact with each other but with very little precision. The chance of one electron on the axis of the other will be large. The chance of two electrons on the axis of the other will be very small. In either case, the chance of the two electrons interacting is not so small as to be ignored. It is customary to reduce the law of energy in those parts of a trajectory in which interactions are supposed not to occur by shaping the counter-circulating beams appropriately, giving each of them a ribbon-like cross-section for example, so that their interpretation is a minimum.

But what happens when the opposing travelling beams are shaped so as to minimize the loss of energy by the mechanism, but to maximize it? Then, the beam will have copious production of single photons, but the chance of producing pairs of photons simultaneously will be proportionately enhanced. Is it possible that the process will lead to the production of pairs of photons sufficiently energetic for their interaction to exhibit physical phenomena not otherwise easily observable?

The answer is not to be found here. The first step, the calculation of the chance that a single electron in a travelling pulse of, say, 100 electrons will interact with a photon hadron for the sake of the argument, is of no use. The calculation for the two beams of quantum electrodynamics (QED) is different, but the results are far from different. In the end, the calculation has to be numerical, and the results are not clear cut.

Briefly, the interaction of ribbon-shaped pulses with low energy will yield two cases in which pairs of photons may interact with each other but with very little precision. The chance of one electron on the axis of the other will be large. The chance of two electrons on the axis of the other will be very small. In either case, the chance of the two electrons interacting is not so small as to be ignored. It is customary to reduce the law of energy in those parts of a trajectory in which interactions are supposed not to occur by shaping the counter-circulating beams appropriately, giving each of them a ribbon-like cross-section for example, so that their interpretation is a minimum.
GENERAL NUCLEAR RADIOACTIVE DECAY PROPERTIES AND TRANSMUTATIONS

2.1 General radioactive decay properties

Here, we shall start to discuss the decay of a given nucleus irrespective of the precise origin causing the transformation. This important problem and the related physics question on how to calculate the decay rate using time-dependent perturbation theory will be attacked in the following chapters on α-decay (strong interaction decay process), β-decay (decay caused by the weak interaction) and γ-decay (originating from the electromagnetic interaction). See figure 2.1.

![Diagram showing different nuclear decay processes](image)

**Figure 2.1.** The initial nucleus $^{2}X_{N}$ with the various final nuclei that can be reached via the indicated decay processes (taken from Krane 1987, *Introductory Nuclear Physics* © 1987 John Wiley & Sons. Reprinted by permission.)

The decay law of radioactive substances was first clearly formulated by Rutherford and Soddy as a result of their studies on the radioactivity of various substances (notably thorium, thorium-X and their emanations).

Disintegration constant, half-life and mean-life. A radioactive nucleus may be characterized by the rate at which it disintegrates, and the decay constant, half-life or mean-life are equivalent ways of characterizing this decay. The probability that a nucleus decays within a short time interval $dt$ is $\lambda dt$. It is the quantity $\lambda$ ($T^{-1}$ is its dimension)
which determines the rate of decay. This decay process is a statistical process and we cannot say anything particular for a given nucleus: we can only speak in terms of decay probabilities. Suppose we start with \( N_0 \) nuclei of a certain type at a hypothetical starting time \( t_0=0 \); then the number of nuclei disappearing can be given by the expression

\[
dN = -\lambda N dt,
\]

which is easily integrated (with initial conditions \( N(t = 0) = N_0 \)) with the result

\[
N(t) = N_0 e^{-\lambda t}.
\]

The above law is the well-known and fundamental law of radioactive decay. Starting from this expression, a time can be defined \( t = T \) (half-life) at which the number of radioactive elements has decreased to half of its original value, i.e. \( N_0/2 \). This leads to the value

\[
T = \frac{\ln 2}{\lambda} = \tau \ln 2 = 0.6931472 \ldots \tau.
\]

where \( \tau \equiv 1/\lambda \) is a characteristic decay time which we show is equal to a mean lifetime for the decaying radioactive substance. The above exponential decay curve is illustrated in figure 2.2 where both the \( e^{-\lambda t} \) as well as its presentation on a logarithmic scale are given.

![Radioactive decay curve](image)

**Figure 2.2.** Radioactive decay curve (on both a linear and a log scale) as a function of the elapsed time (given in units of the half-life \( T \)). (Adapted from Kaplan, *Nuclear Physics* 2nd edn © 1962 Addison-Wesley Publishing Company. Reprinted by permission.)

Evaluating the average lifetime of the atoms, we known that at a certain time \( t \), we still have \( N(t) = N_0 e^{-\lambda t} \) radioactive nuclei. Of these \( N(t)\lambda dt \) will decay between \( t \) and \( t + dt \) and thus

\[
\bar{t} = \frac{1}{N_0} \int_{0}^{\infty} \lambda t N_0 e^{-\lambda t} dt = \frac{1}{\lambda} = \tau.
\]
In Table 2.1, we show the half-life $T$ for some of the longest-lived nuclei. These half-lives are of the order of the time scale describing slow transformations in the Universe.

**Table 2.1.** Some characteristics of the disintegration series of the heavy elements. (Taken from Krane 1987, *Introductory Nuclear Physics* © 1987 John Wiley & Sons. Reprinted by permission.)

<table>
<thead>
<tr>
<th>Name of series</th>
<th>Type $^a$</th>
<th>Final Nucleus (Stable)</th>
<th>Longest-lived member</th>
<th>Half-life (y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thorium</td>
<td>$4n$</td>
<td>$^{208}$Pb</td>
<td>$^{232}$Th</td>
<td>$1.41 \times 10^{10}$</td>
</tr>
<tr>
<td>Neptunium</td>
<td>$4n + 1$</td>
<td>$^{209}$Bi</td>
<td>$^{237}$Np</td>
<td>$2.14 \times 10^6$</td>
</tr>
<tr>
<td>Uranium</td>
<td>$4n + 2$</td>
<td>$^{208}$Pb</td>
<td>$^{238}$U</td>
<td>$4.47 \times 10^9$</td>
</tr>
<tr>
<td>Actinium</td>
<td>$4n + 3$</td>
<td>$^{207}$Pb</td>
<td>$^{235}$U</td>
<td>$7.04 \times 10^8$</td>
</tr>
</tbody>
</table>

$^a n$ is an integer.

For smaller values (ranging over the period years to seconds), the $T$ value can be determined by measuring the 'activity' for the decaying radioactive substance. As a definition of the quantity 'activity', we specify the rate at which a certain radioactive species is generating decay products. In each decay ($\alpha, \beta, \gamma, \ldots$), some measurable objects are emitted that can be detected with a measuring apparatus, with the relation

$$dN_\alpha = -dN = \lambda N(t) dt.$$  \hspace{1cm} (2.5)

The rate of emission then reads

$$\frac{dN_\alpha}{dt} = N(t) = \lambda N_0 e^{-\lambda t}.$$  \hspace{1cm} or

$$A = A_0 e^{-\lambda t},$$  \hspace{1cm} (2.6)

with $A$, the activity of the decaying substance which follows the same $e^{-\lambda t}$ decay law and thus leads to an easy way of determining experimentally the $\lambda(T)$ value by a graphical method.

We remind the reader here that activity is defined via $\lambda N(t)$ and not $dN(t)/dt$. For a simple, single decay process both quantities are identical. For more complex situations where a radioactive decay is only a certain part of a complex decay chain, both quantities are clearly different. One can even find situations (see section 2.2) where $dN(t)/dt=0$ but $\lambda N(t) \neq 0$.

Some of the more often used units characterizing the activity are

1 Curie = 1 Ci = $3.7 \times 10^{10}$ disintegrations/s
1 Rutherford = 1 R = $10^6$ disintegrations/s
1 Becquerel = 1 Bq = 1 disintegration/s
To conclude this section, we point out that in many cases a nucleus can disintegrate via different decay channels: $\gamma$-decay in competition with $\beta$-decay. If, in general, different channels $\lambda_1, \lambda_2, \ldots$ exist, a total transition probability of $\lambda_T = \sum \lambda_i$ results (figure 2.3).

![Diagram of various decay channels](image)

**Figure 2.3.** Schematic illustration of various, independent decay possibilities indicated via the decay constants $\lambda_1, \lambda_2, \lambda_3$, etc and the total level decay constant $\lambda_T = \sum \lambda_i$.

So, one obtains

$$N(t) = N_0 e^{-\lambda_T t} = N_0 e^{-(\sum \lambda_i) t}. \quad (2.7)$$

Branching ratios are thus expressed by $\lambda_1/\lambda_T, \lambda_2/\lambda_T, \ldots$ and partial activities read

$$A_i = \frac{\lambda_i}{\lambda_T} A_T,$$

with

$$A_T = A_0 e^{-\lambda_T t}. \quad (2.8)$$

### 2.2 Production and decay of radioactive elements

Suppose that a sample of stable nuclei is bombarded using a projectile that can induce transmutations at a given rate of $Q$ atoms/s and so forms radioactive elements which decay again with a decay constant $\lambda$, an interesting situation results. In practice such methods are used for activation analyses, in particular to produce radioactive tracer elements (using neutron from reactors, or electron accelerators to induce (e,p)(\gamma,p)(\gamma,n) \ldots reactions). The law, describing the change of the number of elements $dN(t)/dt$ is a balance between the formation rate $Q$ and the decay activity $-\lambda N(t)$, or.

$$\frac{dN(t)}{dt} = Q - \lambda N. \quad (2.9)$$

This equation (for constant formation rate $Q$) can be rewritten as

$$\frac{d(Q - \lambda N)}{Q - \lambda N} = -\lambda dr. \quad (2.10)$$

Integrating this differential equation, with at the time at which the irradiation starts, $N(t = 0) = 0$ atoms, one obtains

$$Q - \lambda N(t) = (Q - \lambda N(t = 0)) e^{-\lambda t}.$$
or
\[ N(t) = \frac{Q}{\lambda} \left(1 - e^{-\lambda t}\right). \] (2.11)

Here, we observe a saturation curve, typical for these kinds of balancing situations where formation and decay compete. The corresponding results for the activity \( A(t) = \lambda N(t) \) and \( dN(t)/dt \) are given in figure 2.4.

![Graph showing saturation curve](image)

**Figure 2.4.** Schematic figure for a system where elements are formed at a rate of \( Q \) atoms/s; the activity \( A(t) = \lambda N(t) \) and the derivative \( dN(t)/dt \) are shown as functions of time \( t \).

Here, it becomes clear that activity \( \lambda N(t) \) and the quantity \( dN(t)/dt \) are totally different: the activity grows to an almost constant value, approaching a saturation near \( A(t) \approx Q \) whereas \( dN(t)/dt \) approaches the value of zero.

After irradiating during \( t = 2T \), \( 3T \) the number of radioactive elements formed is \( \frac{3}{4} \) and \( \frac{7}{8} \), respectively of the maximal number (when \( t \to \infty \)). So, in practice, irradiations should not last longer than 2 to 3 half-life periods.

### 2.3 General decay chains

In the more general situations, which also occur in actual decay chains, a long set of connections can show up. This is, in particular, the case for the actinide nuclei. In figure 2.5 we show the very long sequence starting at mass \( A = 244 \), eventually decaying into the stable nucleus \( ^{208}\text{Pb} \). Both \( \alpha \), \( \beta^+ \) (and electron capture) and \( \beta^- \) decay are present. Some half-life values in this series can be as long as \( 10^9 \) y. In table 2.2 we present some of the slowest decaying elements with \( ^{113}\text{Cd} \) \((T = 9 \times 10^{15} \text{y})\) being the longest lived.

#### 2.3.1 Mathematical formulation

The general decay chain
\[ N_1 \xrightarrow{\lambda_1} N_2 \xrightarrow{\lambda_2} N_3 \rightarrow \ldots , \] (2.12)
is characterized by the set of coupled, linear differential equations
\[ \frac{dN_1}{dt} = -\lambda_1 N_1 \]
Table 2.2. Some natural radioactive isotopes

<table>
<thead>
<tr>
<th>Isotope</th>
<th>$T$ (y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{39}$K</td>
<td>$1.28 \times 10^9$</td>
</tr>
<tr>
<td>$^{87}$Rb</td>
<td>$4.8 \times 10^{10}$</td>
</tr>
<tr>
<td>$^{113}$Cd</td>
<td>$9.0 \times 10^{15}$</td>
</tr>
<tr>
<td>$^{115}$In</td>
<td>$4.4 \times 10^{14}$</td>
</tr>
<tr>
<td>$^{138}$La</td>
<td>$1.3 \times 10^{11}$</td>
</tr>
<tr>
<td>$^{176}$Lu</td>
<td>$3.6 \times 10^{10}$</td>
</tr>
<tr>
<td>$^{187}$Re</td>
<td>$5.0 \times 10^{10}$</td>
</tr>
</tbody>
</table>

Figure 2.5. The thorium decay series. Some half-lives are indicated in My ($10^6$ y) and Gy ($10^9$ y). The shaded members are the longest-lived radioactive nuclei in the series as well as the stable end product. (Taken from Krane 1987, *Introductory Nuclear Physics* © 1987 John Wiley & Sons. Reprinted by permission.)

\[
\frac{dN_2}{dt} = \lambda_1 N_1 - \lambda_2 N_2
\]
\[
\frac{dN_3}{dt} = \lambda_2 N_2 - \lambda_3 N_3.
\]  
(2.13)
Using the theory of solving coupled, linear differential equations with constant coefficients \( \lambda_i \), one can show that a general solution can be obtained as

\[
N_1(t) = a_{11}e^{-\lambda_1 t} \\
N_2(t) = a_{21}e^{-\lambda_1 t} + a_{22}e^{-\lambda_2 t} \\
N_3(t) = a_{31}e^{-\lambda_1 t} + a_{32}e^{-\lambda_2 t} + a_{33}e^{-\lambda_3 t}.
\]

(2.14)

with initial conditions

\[
a_{11} = N_1(t = 0), \\
\sum_{i=1}^{k} a_{ki} = 0.
\]

(2.15)

One can obtain the coefficients \( a_{k,i} \) by substituting the above general solution into the differential equation, leading to a set of algebraic equations in the unknown coefficients \( a_{k,i} \). For the particular case of \( N_2(t) \) we obtain

\[-\lambda_1 a_{21}e^{-\lambda_1 t} - \lambda_2 a_{22}e^{-\lambda_2 t} = \lambda_1 a_{11}e^{-\lambda_1 t} - \lambda_2 a_{21}e^{-\lambda_1 t} - \lambda_2 a_{22}e^{-\lambda_2 t},\]

or

\[a_{21} = \frac{\lambda_1}{\lambda_2 - \lambda_1} a_{11}, \quad a_{22} = \frac{\lambda_1}{\lambda_1 - \lambda_2} a_{11}.
\]

(2.16)

Carrying out this process, we obtain the general solution

\[a_{k,i} = \frac{\lambda_{k-1}}{\lambda_k - \lambda_i} a_{k-1,i}.
\]

(2.17)

or

\[a_{k,i} = \frac{\lambda_1 \lambda_2 \ldots \lambda_{k-1}}{(\lambda_1 - \lambda_i)(\lambda_2 - \lambda_i) \ldots (\lambda_k - \lambda_i)} a_{11}.
\]

(2.18)

The results for a radioactive series with \( T=1 \text{h}, \ T=5 \text{h}, \ T=\infty \) (figure 2.6(a)) and secondly the decay of the radium A decay series where the \( \text{RaA}(^{218}\text{Po}) \rightarrow \text{RaB}(^{214}\text{Pb}) \rightarrow \text{RaC}(^{214}\text{Bi}) \rightarrow \text{RaD}(^{210}\text{Pb}) \) (see Evans, p 251) decay chain occurs (figure 2.6(b)) are presented.

From the above radioactive decay equations, a rather general property shows up. One can write that

\[\frac{dN_i}{dt} = \lambda_{i-1}N_{i-1} - \lambda_i N_i.
\]

(2.19)

or

\[\lambda_i \frac{dN_i}{dt} = \lambda_i (A_{i-1} - A_i).
\]

(2.20)

which can be rewritten as

\[\frac{dA_i}{dt} = \lambda_i (A_{i-1} - A_i).
\]

(2.21)

This relation states that for a given term \( A_i(t) \), the extremum (maximum) occurs when \( A_{i-1} = A_i \) (figure 2.7).
Figure 2.6. (a) Example of a radioactive series with three members: only the parent \((T=1 \text{ h})\) is present initially; the daughter nucleus has a half-life of 5 h and the third member is stable. (b) The decay of Radium A (Adapted from Kaplan, *Nuclear Physics* 2nd edn © 1962 Addison-Wesley Publishing Company. Reprinted by permission.)

Figure 2.7. Illustration of the activity \(A(t)\) in the decay of element \(A_i\). Here, we schematically point out that at the time when the activities \(A_i\) and \(A_{i-1}\) become equal, the activity \(A_i(t)\) becomes the extremum.

### 2.3.2 Specific examples—radioactive equilibrium

If we consider the decay chain \(N_1 \xrightarrow{\lambda_1} N_2 \xrightarrow{\lambda_2} N_3\); with \(N_3\) a stable nucleus, according to the results of section 2.3.1, one obtains

\[
N_1(t) = N_1^0 e^{-\lambda_1 t} \\
N_2(t) = \frac{\lambda_1}{\lambda_2 - \lambda_1} N_1^0 \left( e^{-\lambda_1 t} - e^{-\lambda_2 t} \right) \\
N_3(t) = \frac{\lambda_1 \lambda_2}{\lambda_2 - \lambda_1} N_1^0 \left( \frac{1 - e^{-\lambda_1 t}}{\lambda_1} - \frac{1 - e^{-\lambda_2 t}}{\lambda_2} \right). \tag{2.22}
\]

We study now, in particular, some special cases of this result.
2.3 GENERAL DECAY CHAINS

(i) \( \lambda_1 > \lambda_2 \)

In this case, and for a time \( t \gg 1/\lambda_1 \), one can neglect the first exponential and obtain

\[
N_2(t) \approx \frac{\lambda_1}{\lambda_1 - \lambda_2} N_1^0 e^{-\lambda_2 t}.
\]  

indicating that after some time \( t \gg T(1) \); the elements \( N_2 \) will decay with their own decay constant \( \lambda_2 \) (see figure 2.8(a)).

Figure 2.8. Activity curves for various parent-daughter relationships: (a) short-lived parent \( (t_p < t_D) \); (b) long-lived parent \( (t_p > t_D) \); (c) very long-lived parent \( (t_p \gg t_D) \); (d) almost stable, or constantly replenished parent \( (t_p \gg t \gg t_D) \). We also indicate the time \( t_{Ao}(max) \) at which the daughter activity becomes maximal in the cases (a), (b) and (c)) (taken from Marmier and Sheldon, 1969)
(ii) $\lambda_1 < \lambda_2$

In this case, and for a time $t \gg 1/\lambda_2$ one can neglect the second exponential and obtain

$$N_2(t) \approx \frac{\lambda_1}{\lambda_2 - \lambda_1} N_1^0 e^{-\lambda_1 t}. \quad (2.24)$$

indicating that for $t \gg T(2)$, the elements 2 will decay with the decay constant of the first element. This looks rather strange but can be better understood after some reflection: since the elements of type 1 decay very slowly, one can never observe the actual decay of element 2 ($\lambda_2$) but, on the contrary, one observes the element 2 decaying with the decay constant by which it is formed, i.e. $\lambda_1$ (figure 2.8(b)).

The above expression can be transformed into

$$A_2(t) \approx \frac{\lambda_2}{\lambda_2 - \lambda_1} A_1(t). \quad (2.25)$$

(see figure 2.8(b)).

(iii) $\lambda_1 \ll \lambda_2$

In this situation, the activities $A_2(t) \approx A_1(t)$ and a transient equilibrium results between the activities of elements 1 and 2 with $A_2/A_1 \approx \lambda_2/\lambda_2 - \lambda_1$. The example of the case $T(1) = 8h$ and $T(2) = 0.8h$ is shown in figure 2.9. Here, we indicate the daughter activity ($A_2(t)$) growing into a purified parent fraction, the parent activity $A_1(t)$, the total activity of an initially pure parent fraction $A(t) = A_1(t) + A_2(t)$ as well as the decay activity of the freshly isolated daughter fraction and finally, the total daughter activity in the parent-plus-daughter fractions.

(iv) $\lambda_1 \approx 0, \lambda_1 \ll \lambda_2$

In this case, we approach secular equilibrium. The expressions for $N_1(t), N_2(t)$ now become ($1/\lambda_1 \gg t \gg 1/\lambda_2$)

$$N_1(t) = N_1^0,$$

$$N_2(t) = \frac{\lambda_1}{\lambda_2} N_1^0 \left(1 - e^{-\lambda_2 t}\right). \quad (2.26)$$

or

$$A_1(t) = A_1^0,$$

$$A_2(t) = A_1^0 \left(1 - e^{-\lambda_2 t}\right). \quad (2.27)$$

We have a very small, but almost constant activity $A_1(t)$. The activity $A_2(t)$ reaches equilibrium at a time $t \gg T$, when $e^{-\lambda_2 t} \approx 0$ and $A_2(t) \approx A_1^0$ in the saturation (or equilibrium) regime (figure 2.8(d)). In the latter case, the condition of equilibrium (all $dN_i/dt = 0$) expresses the equality of all activities

$$A_1 = A_2 = A_3 = \ldots = A_i. \quad (2.28)$$

These conditions cannot all be fulfilled, i.e. $dN_i/dt = 0$ would indicate a stable element (implying $\lambda_i = 0$). It is now possible to achieve a state very close to exact
equilibrium, however, if the parent substance decays much more slowly than any of the other members of the chain then one reaches the condition

\[
\frac{N_1}{T(1)} = \frac{N_2}{T(2)} = \ldots = \frac{N_n}{T(n)}.
\]  

(2.29)

It is only applicable when the material (containing all decay products) has been undisturbed in order for secular equilibrium to become established. Equilibrium can also be obtained (see section 2.2) in the formation of an element, which itself decays (formation activity \( Q \), decay activity \( \lambda N \)) since \( \frac{dN}{dt} = 0 \) if \( Q = \lambda N \).

2.4 Radioactive dating methods

If, at the time \( t=0 \), we have a collection of a large number \( N_0 \) of radioactive nuclei, then, after a time equal to \( T \), we find a remaining fraction of \( N_0/2 \) nuclei. This indicates that, knowing the decay constant \( \lambda \), the exponential decrease in activity of a sample can be used to determine the time interval. The difficulty in using this process occurs when we apply it to decays that occur over geological times (\( \approx 10^9 \) y) because in these situations, we do not measure the activity as a function of time. Instead, we use the relative number of parent and daughter nuclei at a time \( t_1 \) compared with the relative number at an earlier time \( t_0 \). In principle, this process is rather simple. Given the decay of a parent \( P \) to a daughter isotope \( D \), we just count the number of atoms present \( N_P(t_1) \) and \( N_D(t_1) \). One has the relation

\[ N_D(t_1) + N_P(t_1) = N_P(t_0). \]

**Figure 2.9.** Transient equilibrium (a) Daughter activity growing in a freshly purified parent, (b) Activity of parent (T=8 h), (c) Total activity of an initially pure parent fraction, (d) Decay of freshly isolated daughter fractions (T=0.8 h), and (e) Total daughter activity in parent-plus-daughter fractions.
and
\[ N_P(t) = N_P(t_0) e^{-\lambda(t-t_0)}. \]  \hspace{1cm} (2.30)

From this expression, it follows that
\[ \Delta t \equiv t_1 - t_0 = \frac{1}{\lambda} \ln \left( 1 + \frac{N_D(t_1)}{N_P(t_1)} \right). \]  \hspace{1cm} (2.31)

So, given the decay constant \( \lambda \) and the ratio \( N_D(t_1)/N_P(t_1) \) the age of the sample is immediately obtained with a precision determined by the knowledge of \( \lambda \) and the counting statistics with which we determine \( N_P \) and \( N_D \).

We can now relax the condition (2.30) and permit daughter nuclei to be present at time \( t = t_0 \). These nuclei could have been formed from decay of parent nuclei at times prior to \( t_0 \) or from processes that formed the original daughter nuclei in an independent way. The means of formation of \( N_D(t_0) \) is of no importance in the calculation given below. We have
\[ N_D(t_1) + N_P(t_1) = N_D(t_0) + N_P(t_0), \]  \hspace{1cm} (2.32)

where now, an extra unknown \( N_D(t_0) \) shows up and we can no longer solve easily for \( \Delta t \equiv t_1 - t_0 \). If now, there is an isotope of the daughter nucleus, called \( D' \), present in the sample which is neither formed from decay of a long-lived parent nor is radioactive, we can again determine \( \Delta t \). We call the population \( N_D \) and \( N_D(t_1) = N_D(t_0) \). So we obtain
\[ \frac{N_D(t_1)}{N_D(t_1)} = \frac{N_P(t_1)}{N_D(t_1)} \left( e^{\lambda(t_1-t_0)} - 1 \right) + \frac{N_D(t_0)}{N_D(t_0)}. \]  \hspace{1cm} (2.33)

The ratios containing \( N_D \) and \( N_P \) at time \( t_1 \) can again be measured. Now, the above equation expresses a straight line \( y = mx + b \) with slope \( m = e^{\lambda(t_1-t_0)} - 1 \) and intercept \( N_D(t_0)/N_D(t_0) \). Figure 2.10 is an example for the decay \(^{87}\text{Rb} \rightarrow ^{87}\text{Sr} \) \( (T = 4.8 \times 10^{10} \text{ y}) \) in which the comparison is made with the isotope \(^{86}\text{Sr} \) of the daughter nucleus \(^{87}\text{Sr} \). We extract a time interval \( \Delta t = 4.53 \times 10^{9} \text{ y} \) and a really good linear fit is obtained. This fit indicates (i) no loss of parent nuclei and (ii) no loss of daughter nuclei during the decay processes.

For dating more recent samples of organic matter, the \(^{14}\text{C} \) dating method is most often used. The \( \text{CO}_2 \) that is absorbed by organic matter consists almost entirely of stable \(^{12}\text{C} \) \( (98.89\%) \) with a small admixture of stable \(^{13}\text{C} \) \( (1.11\%) \). Radioactive \(^{14}\text{C} \) is continuously formed in the upper atmosphere according to the \((\text{n},\text{p})\) reaction
\[ ^{14}\text{N}(\text{n},\text{p})^{14}\text{C}, \]

following cosmic ray neutron bombardment. Thus all living matter is slightly radioactive owing to its \(^{14}\text{C} \) content. The \(^{14}\text{C} \) decays via \( \beta^- \) -decay back to \(^{14}\text{N} \) \( (T = 5730 \text{ y}) \). Since the production rate \( Q(\text{^{14}C}) \) by cosmic ray bombardment has been relatively constant for thousands of years, the carbon of living organic material has reached equilibrium with atmospheric carbon. Using the equilibrium condition
\[ \frac{d}{dt} N^{(14}\text{C}) = 0, \]

or
\[ Q^{(14}\text{C}) = \lambda^{(14}\text{C}) N^{(14}\text{C}), \]  \hspace{1cm} (2.34)
one derives that with about 1 atom of $^{14}$C one has $10^{12}$ atoms of $^{12}$C. Knowing the half-life of $^{14}$C as 5730 y, each gramme of carbon has an activity of 15 decays/min. When an organism dies, equilibrium with atmospheric carbon ceases: it stops acquiring new $^{14}$C and one now has

$$N(14\text{C}, t_1) = N(14\text{C}, t_0)e^{-\lambda(t_1 - t_0)}.$$ (2.35)

So, one can determine $\Delta t = t_1 - t_0$ by measuring the specific activity (activity per gram) of its carbon content. The activity method breaks down for periods of the order of $\Delta t \geq 10T$. Recent techniques, using accelerators and mass spectrometers, count the number of $^{14}$C atoms directly and are much more powerful (see Box 2a).

A major ingredient is, of course, the constancy of $Q$ for $^{14}$C over the last 20,000 y. Comparisons using date determination of totally different origin give good confidence in the above method. During the last 100 years, the burning of fossil fuels has upset somewhat the atmospheric balance. During the 1950s–1960s, nuclear weapons have placed additional $^{14}$C in the atmosphere leading to

$$Q(14\text{C}) = Q(14\text{C}; \text{cosmic ray}) + Q(14\text{C}; \text{extra}).$$ (2.36)

perhaps doubling the concentration over the equilibrium value for cosmic-ray production alone.

Figure 2.10. The Rb–Sr dating method, allowing for the presence of some initial $^{87}$Sr. (Taken from Wetherill 1975. Reproduced with permission from the Annual Review of Nuclear Science 25 © 1975 by Annual Reviews Inc.)
2.5 Exotic nuclear decay modes

Besides the typical and well-known nuclear transformations caused by $\alpha$-decay (emission of the nucleus of the $^4$He atom), $\beta$-decay (transformations of the type $n \rightarrow p + e^- + \bar{\nu}$; $p \rightarrow n + e^+ + \nu$, $p + e^- \rightarrow n + \nu$, ...), and $\gamma$-decay (emission of high-energy photons from nuclear excited states, decaying towards the ground state), a number of more exotic forms of nuclear radioactivity have been discovered, more recently (Rose and Jones 1984).

Since the discovery of the decay mode where $^{14}$C nuclei are emitted, in particular in the transformation

$$^{223}\text{Ra} \rightarrow ^{209}\text{Pb} + ^{14}\text{C},$$

rapid progress has been made in the experimental observation of other $^{14}$C, $^{24}$Ne and $^{28}$Mg decays (see Price 1989 and references therein). Very recently, the $^{14}$C decay of $^{222}$Ra was studied in much detail. In a 16 days counting period, 210 $^{14}$C events were recorded. Almost all events proceed towards the $^{208}$Pb 0+ ground state with almost no feeding into the first excited state in $^{208}$Pb. The total spectrum for the decay

$$^{222}\text{Ra} \rightarrow ^{208}\text{Pb} + ^{14}\text{C}$$

is presented in figure 2.11 (taken from Hussonnois et al (1991)).

![Figure 2.11](image)

**Figure 2.11.** Total spectrum of the 210 $^{14}$C events recorded from the 85 M Bq $^{210}$U source from which the $^{222}$Ra was extracted. The position of the $^{14}$C group expected to feed the first excited state of $^{208}$Pb is indicated by the arrow (taken from Hussonnois et al 1991).

It is, in particular, the rarity of such new events, compared to the much more frequent $\alpha$-decay mechanism ($10^9$ $\alpha$-particles per $^{14}$C nucleus in the $^{223}$Ra decay), that prevented these decay modes of being found much earlier. The original Rose and Jones experiments took more than half a year of running. With better detection methods, however, some more examples were discovered as outlined before.

The calculation describing this heavy particle decay proceeds very much along the lines of $\alpha$-decay penetration (tunnelling) through the Coulomb barrier around the nuclear, central potential field. A theoretical interpretation of the peaks observed in the $^{14}$C decay of $^{222}$Ra has recently been tried by Sheline and Ragnarsson (1991).
The Shroud of Turin, which many people believe was used to wrap Christ's body, bears detailed front and back images of a man who appears to have suffered whipping and crucifixion. It was first displayed at Lirey (France) in the 1350s. After many journeys, the shroud was finally brought to Turin in 1578, where later, in 1694, it was placed in the Royal Chapel of the Turin Cathedral in a specifically designed shrine.

Photography of the shroud by Secondo Pia in 1898 indicated that the image resembled a photographic 'negative' and represents the first modern study to determine its origin. Subsequently, the shroud was made available for scientific examination, first in 1969 and 1973 by a committee¹ and then again in 1978 by the Shroud of Turin Research Project². Even for the first investigation, there was a possibility of using radiocarbon dating to determine the age of the linen from which the shroud was woven. The size of the sample then required, however, was about $\approx 500 \, \text{cm}^2$, which would have resulted in unacceptable damage, and it was not until the development in the 1970s of accelerator-mass-spectrometry techniques (AMS) together with small gas-counting methods (requiring only a few square centimetres) that radiocarbon dating of the shroud became a real possibility.

To confirm the feasibility of dating by these methods an intercomparison, involving four AMS and two small gas-counter radiocarbon laboratories and the dating of three known-age textile samples, was coordinated by the British Museum in 1983³.

Following this intercomparison, a meeting was held in Turin over September–October 1986 at which seven radiocarbon laboratories recommended a protocol for dating the shroud. In October 1987, the offers from three AMS laboratories (Arizona, Oxford and Zürich) were selected.

The sampling of the shroud took place in the Sacristy at Turin Cathedral on the morning of 21 April 1988. Three samples, each $\approx 50 \, \text{mg}$ in weight were prepared from the shroud in well prepared and controlled conditions. At the same time, samples weighing 50 mg from two of the three controls were similarly packaged. The three containers, holding the shroud (sample 1) were then handed to representatives of each of the three laboratories together with a sample of the third control (sample 4), which was in the form of threads.

The laboratories were not told which container held the shroud sample. The three laboratories undertook not to compare results until after they had been transmitted to the British Museum. Also, at two laboratories (Oxford and Zürich), after combustion to gas, the samples were recoded so that the staff making the measurements did not know the identity of the samples.

Details on measuring conditions have been discussed by Damon et al.⁴. In the following table, we give a summary of the mean radiocarbon dates and assessment of interlaboratory scatter (table 2a.1).

We also illustrate the results of the sample measurements in figure 2a.1.

³ R Burleigh, M N Leese and M S Tite 1986 Radiocarbon 28 571.
Table 2a.1. A summary of the mean radiocarbon dates for the four samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arizona</td>
<td>646±31</td>
<td>927±32</td>
<td>1995±46</td>
<td>722±43</td>
</tr>
<tr>
<td>Oxford</td>
<td>750±30</td>
<td>940±30</td>
<td>1980±35</td>
<td>755±30</td>
</tr>
<tr>
<td>Zurich</td>
<td>676±24</td>
<td>941±23</td>
<td>1940±30</td>
<td>685±34</td>
</tr>
<tr>
<td>Unweighted average</td>
<td>691±31</td>
<td>936±5</td>
<td>1972±16</td>
<td>721±20</td>
</tr>
<tr>
<td>Weighted average</td>
<td>689±16</td>
<td>937±16</td>
<td>1964±20</td>
<td>724±20</td>
</tr>
<tr>
<td>$\chi^2$(2df)</td>
<td>6.4</td>
<td>0.1</td>
<td>1.3</td>
<td>2.4</td>
</tr>
<tr>
<td>Significance level (%)</td>
<td>5</td>
<td>90</td>
<td>50</td>
<td>30</td>
</tr>
</tbody>
</table>

Dates are in years BP (years before 1950).

Radiocarbon dating of the Shroud of Turin
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Very small samples from the Shroud of Turin have been dated by accelerator mass spectrometry in laboratories at Arizona, Oxford and Zurich. As controls, three samples whose ages had been determined independently were also dated. The results provide conclusive evidence that the linen of the Shroud of Turin is mediaeval.

Figure 2a.1. Taken from Damon et al. 1989. Reprinted with permission of Nature © 1989 MacMillan Magazines Ltd.
Box 2b. Chernobyl: a test-case in radioactive decay chains

In the Chernobyl reactor accident in April 1986, the radioactive material that was released came directly into the environment as a radioactive dust, propelled upward by intense heat and the rising plume of hot gases from the burning graphite. It would be difficult to design a better system for releasing the radioactivity so as to maximize its impact on public health. Another unfortunate circumstance was that the Soviets had not been using that reactor for producing bomb grade plutonium and therefore the fuel had been in the reactor accumulating radioactivity for over two years\(^5\).

The most important radioactive releases were:

(i) Noble gases, radioactive isotopes of krypton and xenon which are relatively abundant among the fission products. Essentially all of these were released, but fortunately they do little harm because, when inhaled, they are promptly exhaled and so do not remain in the human body. They principally cause radiation exposure by external radiation from the surrounding air, and since most of their radiation is not very penetrating, their health effects are essentially negligible.

(ii) \(^{131}\)I has an eight-day \(T\) value. Since it is highly volatile, it is readily released—at least 20% of the \(^{131}\)I in the Chernobyl reactor was released into the environment. When taken into the human body by inhalation or by ingestion with food and drink, it is efficiently transferred to the thyroid gland where its radiation can cause thyroid nodules or thyroid cancers. These diseases represent a large fraction of all health effects predicted from nuclear accidents, but only a tiny fraction would be fatal.

(iii) \(^{137}\)Cs with a 30-year \(T\) value and which decays with a 0.661 MeV gamma transition. About 13% of the \(^{137}\)Cs at Chernobyl was released. It does harm by being deposited on the ground where its gamma radiation continues to expose those nearby for many years. It can also be picked up by plant roots and thereby get into the food chain which leads to exposure from within the body.

Here we discuss some results obtained by Uyttenhove\(^6\) (2 June 1986) from measurements on the decay fission products signaling the Chernobyl accident. All results have been obtained using high-resolution gamma-ray spectroscopy. Air samples were taken by pumping 5 to 10 m\(^3\) of air through a glass fibre filter. The filters were subsequently measured in a fixed geometry. In figure 2b.1, we show a typical spectrum, taken on 2 May at 12 noon with a 10000 litre of air sample. The measuring time was 10000 s. The main isotopes detected (with activity in Bq/m\(^3\) and \(T\) value) were

\[
\begin{align*}
^{132}\text{Te} & (18; 78.2 \text{ h}) & ^{103}\text{Ru} & (4.5; 39.4 \text{ d}) \\
^{132}\text{I} & (10.6; 2.3 \text{ h}) & ^{99}\text{Mo} & (1.4; 6.02 \text{ h}) \\
^{131}\text{I} & (8.5; 8.04 \text{ d}) & ^{129}\text{Te} & (3.5; 33.6 \text{ d}) \\
^{137}\text{Cs} & (4.3; 30.2 \text{ y}) & ^{140}\text{Ba} & (2.3; 12.8 \text{ d}) \\
^{134}\text{Cs} & (2.1; 2.04 \text{ y}) & ^{140}\text{La} & (2.3; 40.2 \text{ h}) \\
^{136}\text{Cs} & (0.6; 13.0 \text{ d})
\end{align*}
\]

\(^5\) B L Cohen 1987 Am. J. Phys. 55, 1076

From these, one obtains a total activity of 58.1 Bq/m³ (see figure 2b.2). All important fission fragments are present, indicating very serious damage on the fuel rods of the damaged reactor. The measuring technique only allows the measurement of those isotopes that adhere to dust particles. For $^{131}$I, this seems to be only 30% of the total activity.

The highest activity was recorded on Friday, 2 May. In the evening, the activity dropped to about 23% and this was the same for all isotopes. On Saturday morning, 3 May, the activities stayed at about the same value. Then, the activity dropped rather
Figure 2b.3.

Figure 2b.4.
quickly and at 22 h, it decreased to less than 2% of the maximal values (see figure 2b.3).

In figure 2b.4, we show part of a measurement for 120 g of milk. The iodine concentration decreases rather fast but the long-lived Cs isotopes (137Cs in particular) are still very clearly observable.

To conclude, we have shown that using high-resolution gamma-ray spectroscopy, a rapid and unambiguous detection of fission products can monitor nuclear accidents, even over very long distances if enough activity is released.
PROBLEM SET—PART A

1. For a single nucleon (proton, neutron), the total angular momentum is given by the sum of the orbital and the intrinsic angular momentum. Calculate the total magnetic dipole moment $\mu$ for both the parallel ($j = \ell + 1/2$) and anti-parallel ($j = \ell - 1/2$) spin-orbital orientation.

   Hint: Because the magnetic dipole vector $\vec{\mu}$ is not oriented along the direction of the total angular momentum vector $\vec{j}$, a precession of $\vec{\mu}$ around $\vec{j}$ will result and, subsequently, the total magnetic dipole moment will be given by the expression

   \[
   \frac{(\vec{\mu} \cdot \vec{j}) j}{\langle j^2 \rangle}.
   \]

   Furthermore, you can replace the expectation value of the angular momentum vector $\langle j^2 \rangle$ by $j(j+1)$.

   Use $g(p) = 5.58\mu_N$, $g(n) = -3.83\mu_N$, $g(p) = 1\mu_N$, $g(n) = 0\mu_N$.

2. Describe the quadrupole interaction energy for an axially symmetric nucleus with total angular momentum $I$ and projection $M (-I \leq M \leq I)$ that is placed inside an external field with a field gradient that also exhibits axial symmetry around the $z$-axis. The nuclear distribution is put at an angle $\theta$ (the angle between the $z$-axis and the symmetry axis of the nucleus distribution). We give the relation $Q(z) = \frac{Q}{2} (3 \cos^2 \theta - 1)$. We give, furthermore, the following input data: $\partial^2 \Phi / \partial z^2 = 10^{20} \text{ V m}^{-2}$, $Q = 5 \text{ barn}$. Also draw, for the quantities as given before, the particular splitting of the magnetic substates for an angular momentum $I = 3/2$ caused by this quadrupole interaction.

3. Show that it is possible to derive a mean quadratic nuclear radius for an atomic nuclear charge distribution starting from the interaction energy of this atom placed in an external field, generated by the atomic s-electrons surrounding the atomic nucleus. Can we use this same method when considering the effect caused by p, d, etc, electrons?

   Derive also the mean square radius for an atomic nucleus with $Z$ protons, simplifying to a constant charge density inside the atomic nucleus.

4. In the nuclear reaction $a + X \rightarrow b + Y + Q$, the recoil energy of the nucleus $Y$ cannot easily be determined, in general.

   Eliminate this recoil kinetic energy $E_Y$ from the reaction equation for the $Q$-value, i.e. $Q = E_Y + E_b - E_a$ (the nucleus $X$ is at rest in the laboratory coordinate system) making use of the conservation laws for momentum and energy (see figure PA.4). Discuss this result.

5. As a consequence of the conservation of linear momentum in the laboratory coordinate axis system, the compound system $C$ that is formed in the reaction $a + X \rightarrow$
C → b + Y will move with a given velocity \( v_C \). Show that the kinetic energy needed for the particle a to induce an endothermic reaction (\( Q < 0 \)) has a threshold value which can be expressed as \( E_{\text{thr}} = (-Q)(1 + m_a/m_X) \). Discuss this result.

6. In the nuclear reaction \( a + A \rightarrow b + B \), in which the target nucleus A is initially at rest and the incoming particle a has kinetic energy \( E_a \), the outgoing particle b and the recoiling nucleus B will move off with kinetic energies \( E_b \) and \( E_B \), at angles described by \( \theta \) and \( \varphi \), respectively, with respect to the direction of the incoming particle a (see figure PA.6).

(a) Determine \( \sqrt{E_b} \) as a function of the incoming energy \( E_a \), the masses of the various particles and nuclei, the \( Q \)-value of the reaction and the scattering angle \( \theta \).

(b) Discuss the solutions for \( \sqrt{E_b} \) for an exothermic reaction (\( Q > 0 \)).

(c) Show, using the results from (a) and (b), that in the endothermic case (\( Q < 0 \)) only one solution exists (and this for the angle \( \theta = 0^\circ \)) starting at the threshold value \( E_a > (-Q)(m_b + m_B) / (m_b + m_B - m_a) \).

7. In the nuclear reaction \(^{27}\text{Al}(d,p)^{28}\text{Al}\), deuterons are used with a kinetic energy of 2.10 MeV. In this experiment (measuring in the laboratory system), the outgoing protons are detected at right angles with respect to the direction of the incoming deuterons. If protons are detected (with energy \( E_p \)) corresponding to \(^{28}\text{Al}\) in its ground state and with energy \( E_p^* \) corresponding to \(^{28}\text{Al}\) remaining in its excited state at 1.014 MeV, show that \( |E_p - E_p^*| \neq 1.014 \) MeV. Explain this difference.

Data given: d mass: 2.014 102 amu, p mass: 1.007 825 amu, \(^{27}\text{Al}\) mass: 26.981 539 amu, \(^{28}\text{Al}\) mass: 27.981 913 amu, 1 amu: 931.50 MeV). We use non-relativistic kinematics.

8. Within the nuclear fission process, atomic nuclei far from the region of beta-stability are formed with independent formation probabilities \( Q_1 \) and \( Q_2 \) (for species
1 and 2, respectively). These nuclei decay with decay probabilities of $\lambda_\beta$ and $\lambda_\gamma$, respectively, to form stable nuclei (see figure PA.8).
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**Figure PA.8.**
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**Figure PA.9.**

Calculate $N_1$, $N_2^*$ and $N_2$ as functions of time (with initial conditions of $N_1$, $N_2^*$ and $N_2 = 0$ at $t = 0$).

Is there a possibility that $N_2^*(t)$ decays with a pure $\exp(-\lambda_\beta \cdot t)$ decay law?

9. Consider a nucleus with the following decay scheme (see figure PA.9). If, at time $t = 0$, all nuclei exist in the excited state A, calculate the occupation of the states B and C (as a function of time $t$). Study the particular cases in which one has

(a) $\lambda_3 = 0$,
(b) $\lambda_1 = \lambda_2 = \lambda_3 = \lambda$,
(c) $\lambda_1 = \lambda_3 = \lambda/2; \lambda_2 = \lambda$.

10. In a radioactive decay process, nuclei of type 1 (with initial condition that $N_1(t = 0) = N_0$) decay with the decay constant $\lambda_1$ into nuclei of type 2. The nuclei of type 2, however, are formed in an independent way with formation probability of $Q_0$ atoms per second and then, subsequently decay into the stable form 3 with decay constant $\lambda_2$ (see figure PA.10).

Determine $N_1(t)$, $N_2(t)$ and $N_3(t)$ and discuss your results.

11. The atomic nucleus in its excited-state configuration, indicated by $A^*$, can decay in two independent ways: once via gamma-decay with corresponding decay constant $\lambda_\gamma$ into the ground-state configuration $A$ and once via beta-decay into the nucleus $B$ with decay constant $\lambda_{\beta^-}$ (see figure PA.11). After the gamma-decay, the nucleus $A$ in its
ground state is not stable and can on its way also decay into the nuclear form B with a beta-decay constant $\lambda_{B^{-},2}$. If the initial conditions at time $t = 0$ where $N_A = N_B = 0$ are imposed, calculate the time dependence of $N_A(t)$, $N_A(t)$ and $N_B(t)$. Make a graphical study of these populations.

Show that if the decay constant $\lambda_{B^{-},1} = 0$, the standard expression for a chain decay process $A^* \rightarrow A \rightarrow B$ is recovered.

12. We can discuss the radioactive decay chain

$$A \xrightarrow{\lambda_A} B \xrightarrow{\lambda_B} C \xrightarrow{\lambda_C} D \quad \text{(stable nucleus)},$$

with $N_B = N_C = N_D = 0$ at time $t = 0$.

(a) Evaluate the total activity within the radioactive decay chain.
(b) How does this result change under the conditions $\lambda_A = 3\lambda$, $\lambda_B = 2\lambda$, $\lambda_C = \lambda$.
(c) Show that, in case (b), the total activity is independent of the initial conditions concerning the number of atoms of type A, B, C and D.
(d) Derive a general extension in the case with the decay chain

$$\ldots \rightarrow A_k \xrightarrow{k,\lambda} \ldots \rightarrow A_1 \xrightarrow{2\lambda} A_0.$$
13. At the starting time \( t = 0 \) we have \( N_0^A \) nuclei of type A. These nuclei decay into stable nuclei of type B with a decay constant \( \lambda_A \). As soon as nuclei of type B are formed, we bring these back into the species A using an appropriate nuclear reaction, characterized by the formation probability \( \lambda_B \).

Determine the occupation for nuclei of type A and B as a function of time and make a graphical study.

Study the special cases with (a) \( \lambda_B = 0 \), (b) \( \lambda_A \ll \lambda_B \) and (c) \( \lambda_A = \lambda_B \).

14. Show that in the decay chain \( A \xrightarrow{\lambda_A} B \xrightarrow{\lambda_B} C \xrightarrow{\lambda_C} D \) (stable), in which the product \( N(A)_0 \lambda_A \) represents the constant activity of a very long-lived radioactive source, the number of atoms of type D collected in the time interval \( (0, t) \) is given by the expression

\[
N(D) = N(A)_0 \lambda_A \left\{ \frac{t - \frac{1}{\lambda_B} - \frac{1}{\lambda_C} - \frac{\lambda_C}{(\lambda_B - \lambda_C)} e^{-\lambda_B t}}{(\lambda_C - \frac{\lambda_B}{\lambda_C}) e^{-\lambda_C t}} \right\}.
\]

How does this expression change if the decay chain stops at the element C.

15. A radioactive element B is being produced in the time interval \( \Delta t_0 \) with a formation rate of \( Q_0 \) (atoms per second). These nuclei of type B transform into elements of type C with decay constant \( \lambda_B \), which, in their turn, decay into stable nuclei with decay constant \( \lambda_C \).

(a) What happens to the activity of elements of type B and C at time \( t \) after the initial irradiation process forming the elements of type B has been stopped.

(b) If we have been performing the irradiation for a long enough time, such that an equilibrium has formed between the activities of elements B and C, show that the activity of element C, a time \( t \) after stopping the initial irradiation process, is given by the expression

\[
A_C(t) = Q \frac{\lambda_C}{(\lambda_C - \lambda_B)} \left( e^{-\lambda_B t} - \frac{\lambda_B}{\lambda_C} e^{-\lambda_C t} \right).
\]

16. The radioactive elements B are activated for a time \( t_0 \) with formation rate \( Q \) (atoms per second) and the decay chain then proceeds as \( B \xrightarrow{\lambda_B} C \xrightarrow{\lambda_C} D \) (stable).

(a) Find the activity of both the elements B and C, after the irradiation process is stopped.

(b) Show that the maximal activity of element C occurs at a time \( \Delta t_{\text{max}} \) after stopping the irradiation, which is given as

\[
\Delta t_{\text{max}} = \frac{1}{\lambda_C - \lambda_B} \ln \left( \frac{1 - e^{-\lambda_C t_0}}{1 - e^{-\lambda_B t_0}} \right).
\]

(c) What is this maximal activity of element C?
17. The ratio between the number of daughter and parent nuclei in the decay chain \( P \rightarrow D \) (with decay constant \( \lambda \)) is given at the time \( t_1 \), knowing that at the starting time \( t_0 \) all elements were of type \( P \) only.

(a) Calculate the time interval \( \Delta t = t_1 - t_0 \) as a function of this ratio.
(b) Show that this method, if \( \lambda \) is known, presents an appropriate dating method.
(c) Study the application in which we study the decay of \( ^{232}\text{Th} \) into the stable \( ^{208}\text{Pb} \) nuclei. In a piece of rock one observes the presence of 3.65 g of \( ^{232}\text{Th} \) and 0.75 g of \( ^{208}\text{Pb} \). What is the age of the rock starting from the above Th/Pb ratio.

Given are: \( \lambda(^{232}\text{Th}) = 1.41 \times 10^{10} \) year and Avogadro’s number: 6.022 045 \( \times 10^{23} \) mol\(^{-1}\).

18. The production and decay \( ^{14}\text{C} \rightarrow ^{14}\text{N} + \beta^- \) with half-life \( T_{1/2} = 5730 \) year) of radioactive \( ^{14}\text{C} \) is in equilibrium in the earth’s atmosphere. The equilibrium mass ratio of \( ^{14}\text{C}/^{12}\text{C} \) is \( 1.3 \times 10^{-12} \) in organic material. Show that the decay rate of \( ^{14}\text{C} \) in ‘living’ organic material amounts to one disintegration per second for each 4 g of carbon.

Determine the age of a carbon species of 64 g in which two disintegrations per second are measured.

19. Within a given activation process, using a pulsating system, radioactive elements of type A are formed at a production rate of \( Q_0 \) atoms per second. These nuclei A are unstable and decay into the elements B with a decay constant \( \lambda \). If the process runs as follows: radiation in a time interval \( \Delta t = T_{1/2} \), waiting time \( \Delta t = T_{1/2} \), radiation time \( \Delta t = T_{1/2} \), waiting time \( \Delta t = T_{1/2} \), etc. determine the number of elements A formed straight after the \( n \)th irradiation period. What is the maximal number of nuclei of type A that can eventually be formed (or determine the limit for \( n \rightarrow \infty \)).

20. By the use of an intense neutron source and using the nuclear reaction \( ^{31}\text{P}(n, \gamma)^{32}\text{P} \), radioactive \( ^{32}\text{P} \) is produced at a production rate of \( Q_0 = 10^7 \) atoms per second.

Study the activity (as a function of time) if, at the start of the irradiation, an initial activity of \( A_0 = 5 \times 10^6 \) disintegrations per second of \( ^{32}\text{P} \) was already present. Make a graphical study of the various terms contributing to the total activity of \( ^{32}\text{P} \) (the half-life \( T_{1/2} (^{32}\text{P}) = 14 \) days). Also study the particular situation in which the initial activity \( A_0 \) is identical to the formation rate \( Q_0 \).

21. We consider the radioactive decay chain \( X \rightarrow Y \rightarrow Z \) with decay constants \( \lambda_X \) and \( \lambda_Y \) respectively.

(a) Determine the time at which the daughter activity becomes maximal.
(b) Derive an approximate expression for this time \( t \) and for the corresponding maximal activity if we have \( \lambda_X \simeq \lambda_Y \).
(c) In the case \( \lambda_X \simeq 0 \) (with \( \lambda_X \ll \lambda_Y \)) and with the initial condition that at time \( t = 0 \), all elements are of type \( X \), determine the total activity in the decaying system.

22. We consider a decay chain \( \cdots A_3 \xrightarrow{3\lambda} A_2 \xrightarrow{2\lambda} A_1 \xrightarrow{\lambda} A_0 \), for which the decay constant decreases with a constant value of \( \lambda \) at each transformation step.

Determine the total activity of the decaying system.
23. Consider the decay in the following chain $X \rightarrow Y \rightarrow Z \rightarrow U$. Show that for a relatively short accumulation time $t$ (short with respect to the various half-lives in the given decay chain), the number of atoms of type $U$ is given by the expression $N(U) = N(X)_0 \lambda_X \lambda_Y \lambda_Z (t^{3/3})$. 
PART B

NUCLEAR INTERACTIONS: STRONG, WEAK AND ELECTROMAGNETIC FORCES
3

GENERAL METHODS

3.1 Time-dependent perturbation theory: a general method to study interaction properties

Having introduced the general properties of the atomic nucleus (Chapter 1) and the study of nuclear decay characteristics, without concentrating on the precise origin of the decay processes however, we shall now discuss in more detail the various manifestations of transitions that happen in the nuclear 4-body system.

The three basic interactions that are very important at the ‘level’ of the atomic nucleus and its constituents are the strong (hadronic), weak (beta-decay processes) and the electromagnetic (radiation processes) interactions. It is this last interaction, described by an interaction Hamiltonian $\hat{H}_{\text{int}}$ for characterizing systems non-relativistically which causes transitions between the various stationary states in the nucleus.

In figure 3.1, we illustrate a number of typical transitions caused by the various interactions: (a) the emission and absorption of a boson (the photon or a pion) by a fermion; the coupling constants are denoted by $e$ and $f_{\pi NN}$, respectively. There also exists the possibility of changing a boson (photon) into another boson (vector $\rho$ meson), as expressed in (b). The force between two nucleons is mediated by exchanging the charge carrier which, in this case is the pion, with coupling strength $f_{\pi NN}$ (c). Finally, also in (c), we present the basic diagram expressing the beta-decay process where protons (p), neutrons (n), neutrinos ($\nu$) and electrons ($e^-$) couple with interaction strength $G$.

The above processes are the basic ingredients that indeed result in the observable transition processes that occur in the nucleus like $\alpha$-decay or emission of particles within a cluster, the $\beta^\pm$ and electron capture processes and emission of gamma radiation. The general method to study the decay constant for these specific processes is time-dependent perturbation theory where transitions result from the specific interaction $\hat{H}_{\text{int}}$. One thus needs to evaluate (in lowest order, if allowed)

$$\lambda_{fi} = \frac{2\pi}{\hbar} \left| \langle \psi_f^{(0)} | \hat{H}_{\text{int}} | \psi_i^{(0)} \rangle \right|^2 \frac{dn}{dE}.$$  \hspace{1cm} (3.1)

where $\psi_f^{(0)}$, $\psi_i^{(0)}$ describe the stationary states and $dn/dE$ is the density of final states appropriate to the particular process and with conservation laws like energy conservation, momentum conservation, etc. These decay probabilities separate into two pieces: (i) a phase space term and (ii) the matrix element where the dynamics of the process enters via the initial and final state wavefunction and the interaction Hamiltonian.

In Chapters 4, 5 and 6 we shall, by this method, study typical examples of the strong decay ($\alpha$-decay), weak decay ($\beta$-decay) and electromagnetic decay ($\gamma$-decay), making use as much as possible of the common physics underlying the evaluation of the transition probabilities ($\lambda$-values). In each of the chapters we shall discuss in introductory
sections the kinematics and phase space factors, before embarking on the more interesting implications of the interaction dynamics. We shall arrange the text such that these three chapters can be studied largely in an independent way.

Even though we shall illustrate the various basic interactions with the alpha-decay process, beta-decay and gamma-emission from excited states in atomic nuclei, we shall introduce in each chapter some of the most recent illustrative examples and point towards remaining problems.

It is clear that the approach, using non-relativistic perturbation theory, is restricted to low- and medium energy processes. More generally, one should use quantum field theory treating the matter and radiation fields (photon, pion, quark, gluon, etc) on the same footing and construct the various quantum mechanical amplitudes that lead from an
initial to a given final state. The language of Feynmann diagrams has been instrumental in depicting such calculations in a most illustrative and appealing way (see texts on relativistic quantum mechanics, QED and quantum field theory).

3.2 Time-dependent perturbation theory: facing the dynamics of the three basic interactions and phase space

As shown before and extensively discussed in quantum mechanics, the transition rate from initial state $i$ to the final state $f$ becomes

$$\lambda_{fi} = \frac{2\pi}{\hbar} \left| \langle \psi_f^{(0)} | \hat{H}_{\text{int}} | \psi_i^{(0)} \rangle \right|^2 \frac{dn}{dE}. \quad (3.2)$$

in lowest order. The matrix element itself depends on the very specific interaction one is studying and the wavefunctions describing the initial and final nuclear wavefunctions.

Phase space $dn/dE$ takes into account the number of final states and conforms with energy conservation, momentum conservation, etc. knowing that we have the basic quantum mechanical uncertainty relation $\Delta x \Delta p_x \geq \hbar$ which gives the minimal element in phase space to which one can localize a particle. In a one-dimensional problem, with a particle constrained over a length $L$ and moving with momentum in the interval $(0, p)$, the number of states of a freely moving particle is (figure 3.2)

$$n = \frac{L \cdot p}{2\pi \hbar}. \quad (3.3)$$

This equation can be verified solving the one-dimensional quantum mechanical problem for a particle constrained in the interval $(0, L)$ and counting the number of momentum states up to the value $p$ (figure 3.3). For a general, three-dimensional problem one has

$$n = \frac{1}{(2\pi \hbar)^3} \int d^3 x \int d^3 p. \quad (3.4)$$

and the corresponding density of states reads

$$\frac{dn}{dE} = \frac{V}{(2\pi \hbar)^3} \frac{d}{dE} \int d^3 p$$

$$= \frac{V}{2\pi^2 \hbar^3} p^2 \frac{dp}{dE}$$

$$= \frac{V}{2\pi^2 c^2 \hbar^3} p E. \quad (3.5)$$

using the relation $E^2 = p^2 c^2 + m_0^2 c^4$.

In the case of two particles, moving fully independently, one has

$$n_2 = \frac{V^2}{(2\pi \hbar)^6} \int d^3 p_1 \int d^3 p_2. \quad (3.6)$$

with its generalization to $N$ independent particles

$$n_N = \frac{V^N}{(2\pi \hbar)^{3N}} \int d^3 p_1 \ldots \int d^3 p_N. \quad (3.7)$$
Figure 3.2. Classical and quantum mechanical one-dimensional phase space. In the classical case, the state is presented by a point, in the quantum mechanical case, on the other hand, a state has to be described by a phase space volume \( p_x L = \hbar \).

Figure 3.3. Energy spectrum for a particle moving inside a one-dimensional potential in the interval \((0, L)\), denoted by the quantum number \( N \).

In many cases constraints on conservation of linear momentum are present e.g. two particles with momentum such that (in the COM system) \( \vec{p}_1 + \vec{p}_2 = 0 \). In such situations the total number of final states is determined by just one of the particles, say 1. The number of states is identical to equation (3.4) or

\[
n'_2 = \frac{V}{(2\pi \hbar)^3} \int d^3 p_1.
\]  

(3.8)
but the density of final states will differ from equation (3.5) since $E$ now denotes the total energy of the two particles. Thus one obtains

$$\frac{dn'_2}{dE} = \frac{V}{(2\pi\hbar)^3} \frac{d}{dE} \int d^3p_1,$$

(3.9)

with

$$dE = dE_1 + dE_2 = \left(\frac{p_1}{E_1} dp_1 + \frac{p_2}{E_2} dp_2\right) \cdot c^2.$$  

(3.10)

Because of momentum conservation, $p_1^2 = p_2^2$ and $p_1 dp_1 = p_2 dp_2$, so the differential $dE$ becomes

$$dE = p_1 \frac{(E_1 + E_2)}{E_1 E_2} c^2 dp_1,$$

(3.11)

and the corresponding density for the two-body (correlated) decay becomes finally

$$\frac{dn'_2}{dE} = \frac{V}{2\pi^2 c^3 \hbar^3} \frac{E_1 E_2}{(E_1 + E_2)}.$$  

(3.12)

This method can also be extended to many particles, but constraining

$$\tilde{p}_1 + \tilde{p}_2 + \ldots \tilde{p}_N = 0,$$

(3.13)

leading to $(N - 1)$-independent particles in the final state.

We shall need the above phase space factors, in particular when studying beta-decay processes where one has a recoiling nucleus and the emission of an electron (positron) and an antineutrino (neutrino).
4

ALPHA-DECAY: THE STRONG INTERACTION AT WORK

4.1 Kinematics of alpha-decay: alpha particle energy

Alpha radioactivity has been known for a long time in heavy nuclei. One of the main reasons for this decay mode to appear as a spontaneous process is the large binding energy of the alpha-particle (28.3 MeV).

The collection of data on $\alpha$-decay energy shows a rather abrupt change, indicating a new region of $\alpha$-emitters, at $Z = 82$ ($A = 212$) presenting an additional example of the stability of shells in the atomic nucleus. These features will be discussed later on in Chapter 7 (see figure 4.1). In plotting the information on $\alpha$-binding energy, i.e.

\[
-Q_{\alpha}(^{\frac{A}{2}}X_N) = \left( M'\left( ^{\frac{A}{2}-4}X_{N-2}\right) + M'\left( ^{\frac{A}{2}}\text{He}_2\right) - M'\left( ^{\frac{A}{2}}X_N\right) \right) c^2 \\
= BE(A, Z) - (BE(A - 4, Z - 2) + 28.3 \text{ MeV}).
\]  

one knows that when this quantity becomes negative, the $\alpha$-particle will no longer be a bound particle and will be emitted spontaneously from the initial nucleus $^{\frac{A}{2}}X_N$. The results are shown as dots in figure 4.2 with the first few negative values occurring at $A \approx 150$.

In deriving some of the more important quantities on $\alpha$-decay, we can write up (according to the discussion in Chapter 1 on nuclear reactions) the $Q$-value equation for
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Figure 4.1. The $\alpha$-decay energy in the mass region $200 < A < 260$. The lines connect the various isotopic chains. The large and rapid variation around $A = 212$ indicates evidence for nuclear shell structure due to the presence of closed shells in the nucleus $^{208}_{82}$Pb$_{126}$ (taken from Valentin 1981).
Figure 4.2. Alpha binding energy in a large number of nuclei (dots). Only from about \( A \approx 150 \), does \( \alpha \)-decay becomes a spontaneous process. The shaded zone is enclosed by the minimum and maximum separation energies. The shells are indicated by arrows at \( N = 28, N = 50, Z = 50, N = 82 \) and \( Z = 82, N = 126 \) (taken from Valentin 1981).

A decaying parent nucleus

\[
M'_p c^2 = M'_D c^2 + M'_\alpha c^2 + T_\alpha + T_D. \tag{4.2}
\]

where \( T_\alpha (T_D) \) denote the kinetic energy of the outgoing \( \alpha \)-particle (recoiling daughter nucleus). The masses denoted with a prime are nuclear masses and can be converted into atomic masses by adding \( Z \, m_e c^2 \) (and neglecting very small electron binding energy differences) resulting in

\[
M_p c^2 = M_D c^2 + M_\alpha c^2 + T_\alpha + T_D. \tag{4.3}
\]

The \( Q_\alpha \) value now reads

\[
Q_\alpha = M_p c^2 - (M_D c^2 + M_\alpha c^2) \nonumber
= T_\alpha + T_D. \tag{4.4}
\]

In the emission process (a non-relativistic situation is considered which is well fulfilled in most cases), the \( \alpha \)-particle and the recoiling daughter nucleus have the constraint

\[
|\vec{p}_\alpha| = |\vec{p}_D|. \tag{4.5}
\]

The \( Q_\alpha \) value can then be rewritten as

\[
Q_\alpha = \frac{1}{2} M_\alpha v_\alpha^2 + \frac{1}{2} M_D v_D^2 \nonumber
= \frac{1}{2} M_\alpha \text{reduced} \, v_{\text{rel}}^2(\alpha, D) \nonumber
= \frac{1}{2} M_\alpha v_\alpha^2 \left( \frac{M_D + M_\alpha}{M_D} \right). 
\]
or

\[ Q_\alpha = T_\alpha \left( \frac{M_D + M_\alpha}{M_D} \right) \simeq T_\alpha \frac{A}{A - 4}. \quad (4.6) \]

### 4.2 Approximating the dynamics of the alpha-decay process

In treating the process of the emission of an \( \alpha \)-particle through the Coulomb barrier surrounding the atomic nucleus, the strong attractive forces holding the nucleons together can be represented by an effective, strongly attractive nuclear potential. One immediately runs into a problem. How could a particle escape through the high Coulomb barrier?

This paradox (presented in figure 4.3) was first solved by Gamow (1928) and Gurney and Condon (1928), and represented the first triumph for quantum theory in its application to the atomic nucleus.

![Coulomb potential energy](image)

**Figure 4.3.** The Coulomb potential energy outside the nucleus for a given nucleus with charge \( Z e \) and an \( \alpha \)-particle approaching this nucleus. In the internal part, the attractive nuclear part takes over. The \( Q_\alpha \) value for a given decay is also indicated. In many cases \( Q_\alpha \) is much smaller than the maximal Coulomb potential energy value.

In the present section, we indicate the method one should use, in principle, and subsequently discuss various approximations that lead to a more tractable problem.

(i) *Time-dependent approach.*

In describing \( \alpha \)-decay one should solve the time-dependent problem where, initially (at \( t = 0 \)) one has an \( \alpha \)-particle in the interior of the nuclear potential and finally one reaches a state where the \( \alpha \)-particle moves away from the remaining nucleus. According to perturbation theory, one should solve the equation

\[
\left[ -\frac{\hbar^2}{2m} \Delta + V(|\vec{r}|) \right] \psi(\vec{r}, t) = i\hbar \frac{\partial \psi(\vec{r}, t)}{\partial t}, \quad (4.7)
\]
4.2 DYNAMICS OF ALPHA-DECAY PROCESS

since we are considering a non-stationary problem. Following the methods outlined in Chapter 3, we should finally solve the corresponding time-independent problem

\[
\left[ -\frac{\hbar^2}{2m} \Delta + V(|\vec{r}|) \right] \varphi_n(\vec{r}) = E_n \varphi_n(\vec{r}), \tag{4.8}
\]

and determine the internal solutions (\(\alpha\)-particle inside the nucleus with energy \(E_{n,i}\)) and external solutions (\(\alpha\)-particle moving outside the nucleus with energy \(E_{m,f}\)) as

\[
\varphi_{n,i}(\vec{r}, t) = \varphi_{n,i}(\vec{r}) e^{-iE_{n,i}t/\hbar},
\]

\[
\varphi_{m,f}(\vec{r}, t) = \varphi_{m,f}(\vec{r}) e^{-iE_{m,f}t/\hbar}. \tag{4.9}
\]

The full time-dependent solution can then be expanded on this basis as

\[
\psi(\vec{r}, t) = \sum_n c_{n,i}(t) \varphi_{n,i}(\vec{r}) e^{-iE_{n,i}t/\hbar} + \sum_m c_{m,f}(t) \varphi_{m,f}(\vec{r}) e^{-iE_{m,f}t/\hbar}, \tag{4.10}
\]

and \(c_{n,i}(t)\) and \(c_{m,f}(t)\) can be determined such that the time-dependent equation is fulfilled. This is possible by the choice

\[
t = 0, \quad \text{all } c_{m,f} = 0 \quad \text{and a single } c_{n,i} = 1
\]

\[
t \gg 0, \quad \text{all } c_{m,f} \neq 0, c_{n,i} \neq 0 \quad \text{and } c_{n,i} \simeq 1,
\]

where \(\sum_n |c_{n,i}(t)|^2\) gives the probability that the \(\alpha\)-particle is still within the nucleus and \(\sum_m |c_{m,f}(t)|^2\), the probability that the \(\alpha\)-particle is outside of the nucleus. This turns out to a time dependence in \(\psi(\vec{r}, t)\) with a corresponding continuity equation

\[
\frac{\partial}{\partial t} \psi^*(\vec{r}, t) \psi(\vec{r}, t) + \text{div} \vec{j}(\vec{r}, t) = 0. \tag{4.11}
\]

Since a current of \(\alpha\)-particles is leaving the nucleus, the density \(\rho(\vec{r}, t)\) has to be a decreasing function with time. This is impossible for purely stationary solutions \(\varphi_{n,i}(\vec{r}, t)\). It implies an energy term \(e^{-iEt/\hbar}\) where \(E\) is now a complex variable if we wish to describe the state in the nucleus as an 'almost' stationary or 'quasi-stationary' state. Thereby, the level will obtain a line-width (or corresponding lifetime) characteristic of the decay process and we can write, approximately

\[
\psi(\vec{r}, t) \propto \psi(\vec{r}) e^{-i(E - i\Delta E/2)t/\hbar}
\]

\[
\propto \psi(\vec{r}) e^{-iEt/\hbar} e^{-\lambda t/2}
\]

\[
|\psi(\vec{r}, t)|^2 \propto |\psi(\vec{r})|^2 e^{-\lambda t}. \tag{4.12}
\]

Some examples are sketched in figure 4.4, where, for deep-bound states \(\alpha\)-decay is very unlikely to occur but finally becomes a bound-state (with \(\lambda \to 0\)). For very weakly-bound states (near the top of the barrier), the state decays rapidly, characterized by a large \(\lambda\) and a corresponding large width \(\Delta E\) since \(\Delta E \Delta t \simeq \hbar\).
(ii) **Approximations.**

To simplify the above to a more realistic case of \(\alpha\)-decay, one can make a number of approximations that still keep the main quantum-mechanical tunnelling aspect, that characterize the slow process and move towards a stationary problem. This is because in a large number of \(\alpha\)-decay cases, the process can be described as an 'almost' stationary problem (figure 4.5).

So, at level \((a)\) we still consider the full Coulomb potential but study only real eigenvalues (no actual decay). At a simpler level \((b)\), we approximate the potential by a nuclear square-well potential separated by a rectangular potential from the region where a free \(\alpha\)-particle could exist. The most simple case to study \((c)\) (Merzbacher 1970) is the simple transmission of a plane wave through a rectangular potential. Even the latter case \((c)\) can be used to obtain estimates for penetrability in \(\alpha\)-decay. This case will not be discussed here but we shall solve situation \((b)\) in section 4.3.

### 4.3 Virtual levels: a stationary approach to \(\alpha\)-decay

The potential with which we solve the \(\alpha\)-decay problem is given in figure 4.6, where in region (I) stationary solutions describe the \(\alpha\)-particle in the nucleus where the lifetime of the level in realistic cases is very long compared to the time that is typical of nucleon frequencies. In the external region, the \(\alpha\)-particle can be considered as a free particle (region III).

At the point \(x=0\), the barrier goes to infinity, so, solutions in this interval, region
Figure 4.5. Various approximation methods used to describe decay probabilities for $\alpha$-decay. From (a) to (c) the approximation to the potential describing the tunnelling simplifies the problem considerably from a realistic calculation (a) into the quantum mechanical tunnelling calculation through to a simple square potential (c). Wavefunctions (stationary solutions) are depicted in each case.

(I), become

$$\psi_I = e^{ipx} - e^{-ipx}, \quad (4.13)$$

where we have

$$p^2 = \frac{2mE}{\hbar^2}; \quad q^2 = \frac{2m}{\hbar^2} (V_b - E). \quad (4.14)$$
Figure 4.6. Potential model (schematic) used to study α-decay transition probabilities in a stationary description. The description in part (I) allows for quasi-bound states tunnelling through the rectangular potential well (II) into the external region (III). The stationary energy corresponds to the eigenvalue $E$.

and the differential equation in region (I), (III) reads

$$\frac{d^2\psi}{dx^2} + p^2\psi = 0.$$  \hspace{1cm} (4.15)

Similarly, solutions in regions (II) and (III) become:

$$\psi_{\text{II}} = c_+ e^{q(x-a)} + c_- e^{-q(x-a)}$$
$$\psi_{\text{III}} = c_1 e^{ip(x-b)} + c_2 e^{-ip(x-b)}.$$  \hspace{1cm} (4.16)

Continuity conditions at the points $a$ and $b$ give for $a$

$$e^{ipa} - e^{-ipa} = c_+ + c_-$$
$$\frac{ip}{q} (e^{ipa} + e^{-ipa}) = c_+ - c_-,$$  \hspace{1cm} (4.17)

or

$$c_+ = i \sin pa + \frac{ip}{q} \cos pa;$$  \hspace{1cm} (4.18)

and for $b$

$$c_1 + c_2 = c_+ e^{G/2} + c_- e^{-G/2}$$
$$c_1 - c_2 = \frac{q}{ip} (c_+ e^{G/2} - c_- e^{-G/2}),$$  \hspace{1cm} (4.19)

with $G = 2q(b-a)$. The last two equations give the values of $c_1$ and $c_2$, i.e.

$$c_1 = \frac{1}{2} \left\{ \left( 1 + \frac{q}{ip} \right) c_+ e^{G/2} + \left( 1 - \frac{q}{ip} \right) c_- e^{-G/2} \right\}$$
\[ c_2 = \frac{1}{2} \left\{ \left( 1 - \frac{q}{ip} \right) c_+ e^{G/2} + \left( 1 + \frac{q}{ip} \right) c_- e^{-G/2} \right\}, \]  

(4.20)

and the wavefunction \( \psi_{\text{III}}(x) \) reads

\[ \psi_{\text{III}} = \frac{1}{2} c_+ e^{G/2} \left\{ \left( 1 + \frac{q}{ip} \right) e^{ip(x-b)} + \left( 1 - \frac{q}{ip} \right) e^{-ip(x-b)} \right\} \\
+ \frac{1}{2} c_- e^{-G/2} \left\{ \left( 1 - \frac{q}{ip} \right) e^{ip(x-b)} + \left( 1 + \frac{q}{ip} \right) e^{-ip(x-b)} \right\}, \]  

(4.21)

or, written in a slightly different way

\[ \psi_{\text{III}} = c_+ e^{G/2} \left\{ \cos p(x - b) + \frac{q}{p} \sin p(x - b) \right\} \\
+ c_- e^{-G/2} \left\{ \cos p(x - b) - \frac{q}{p} \sin p(x - b) \right\}, \]  

(4.22)

and the ratio

\[ \frac{|\psi_{\text{III}}|^2}{|\psi_1|^2} = \left( \frac{1}{4} + \frac{q^2}{4p^2} \right) (c_+^2 e^G + c_-^2 e^{-G}) + 2 \left( \frac{1}{4} - \frac{q^2}{4p^2} \right) c_+ c_-. \]  

(4.23)

In almost all cases, \( |\psi_{\text{III}}| \) is much larger than \( |\psi_1| \). We are now interested in those situations where \( \psi_{\text{III}} \) is as small as possible, i.e. \( c_+ = 0 \) or,

\[ c_+ = i \sin pa + \frac{ip}{q} \cos pa, \]

\[ \tan(pa) = -\frac{p}{q}, \]  

(4.24)

or

\[ \tan \left( \frac{2mE}{\hbar^2 a} \right) = -\sqrt{\frac{E}{V_b - E}}. \]  

(4.25)

Those values of \( E(E_0) \) which fulfil the above equation correspond to solutions where a very small intensity occurs in the external region III. These energy eigenvalues \( E_0 \) correspond to ‘virtual’ levels in region (I) for which the \( \alpha \)-particle are mainly localized within the nucleus with a very small penetrability through the barrier into the external region. The various possible solutions are given in figure 4.7 where, in the lower part (d), the virtual (mostly separated levels \( E_0 \)) levels are drawn, these levels are embedded within the continuum of the free \( \alpha \)-particle moving relative to the nucleus in the external region. The penetrability is then given by the expression

\[ \frac{|\psi_{\text{III}}|}{|\psi_1|^2} \propto e^{-G} \]

\[ \propto \exp \left[ -\frac{2}{\hbar} \sqrt{2m(V_b - E)(b - a)} \right]. \]  

(4.26)

So, for \( E = E_0 \), \( \alpha \)-decay can be described with the above penetrability; for \( E \neq E_0(c_+ \neq 0) \), the wave function \( \psi(x) \) describes the process where an \( \alpha \)-particle is moving mainly on the right-hand side of the potential barrier.
Figure 4.7. The various possible solutions to the eigenvalue equation with the potential as given in the lower part (d) of this figure. Solutions with \(c_+ \neq 0\) correspond to the high density of states that describe a particle mainly localized in the external region \(x \gg b\). For \(c, \approx 0\) and \(E = E_0, E_1, \ldots\), one is approaching an almost bound state in the internal region \(0 \leq x \leq a\), corresponding to a bound-state solution in this first interval (case (b)). In case (a), this separates into a wavefunction describing a quasi-bound state with only a small component in the external region, one arrives at the conditions for describing \(\alpha\)-decay (virtual levels).

4.4 Penetration through the Coulomb barrier

Using the more general barrier penetration problem as outlined in the WKB (Wentzel–Kramers–Brillouin) method, variations in the general potential can be handled (see Merzbacher 1990). The result, for a barrier \(V(x)\) with classical turning points \(x_1\) and \(x_2\), turns out to be a simple generalization of the constant barrier result of \(e^{-G}\), i.e. one gets

\[
P \equiv \left| \frac{\psi_1}{\psi_t} \right|^2 \propto \exp\left[-2 \int_{x_1}^{x_2} k(x) dx \right],
\]

(4.27)
4.4 Penetration Through the Coulomb Barrier

![Graph showing the potential energy V(r) for a nuclear radius r = R and Qα = 4.2 MeV](image)

**Figure 4.8.** Actual description of $\alpha$-decay with a decay energy of $Q_\alpha = 4.2$ MeV in $^{238}$U where the Coulomb potential energy is depicted, coming up to a value of the barrier of 30 MeV at the nuclear radius $r = R$ ($R = r_0 A^{1/3}$fm).

with

$$k(x) = \frac{1}{\hbar} \sqrt{2m(V(x) - E)}.$$  \hspace{1cm} (4.28)

The case for an $\alpha$-particle emitted from a daughter nucleus with charge $Z_D$, leads to the evaluation of the integral (figure 4.8)

$$\gamma = \frac{2}{\hbar} \int_R^b \left\{ 2m \left[ \frac{zZ_De^2}{4\pi \epsilon_0 r} - Q_\alpha \right] \right\}^{1/2} \, dr.$$  \hspace{1cm} (4.29)

The value $m$ is the (relative) reduced $\alpha$-particle mass since the COM motion has been separated out. The energy released in the $\alpha$-decay is the $Q_\alpha$ value. By using the notation

$$Q_\alpha = \frac{zZ_De^2}{4\pi \epsilon_0 b},$$  \hspace{1cm} (4.30)

and thus

$$b = \frac{zZ_De^2}{4\pi \epsilon_0 Q_\alpha},$$  \hspace{1cm} (4.31)

the integral reads

$$\gamma = \frac{2}{\hbar} \sqrt{2mq_\alpha} \int_R^b \left( \frac{b}{r} - 1 \right)^{1/2} \, dr.$$  \hspace{1cm} (4.32)
Using integral tables, or elementary integration techniques, the final result becomes

\[
\gamma = \frac{2b}{\hbar} \sqrt{2mQ_a} \left\{ \arccos \sqrt{\frac{R}{b}} - \sqrt{\frac{R}{b}} \sqrt{1 - \frac{R}{b}} \right\}.
\]  
(4.33)

If we substitute back for the value of \( b \), using the fact that \( Q_a = \frac{1}{2}mv^2 \) (with \( m \) the reduced \( \alpha \)-mass and \( v \) the relative (\( \alpha \)-daughter nucleus) velocity) and \( 2mQ_a = m^2v^2 \), we can get the final result

\[
\gamma = \frac{4zZ_De^2}{4\pi \varepsilon_0 \hbar v} \left\{ \arccos \sqrt{\frac{R}{b}} - \sqrt{\frac{R}{b}} \sqrt{1 - \frac{R}{b}} \right\}.
\]  
(4.34)

We also know (see figure 4.8) that \( R/b = Q_a/B \), where \( B \) is the height of the Coulomb barrier at the nuclear radius \( R \)

\[
B = \frac{zZ_De^2}{4\pi \varepsilon_0.\bar{R}},
\]

and

\[
Q_a = \frac{zZ_De^2}{4\pi \varepsilon_0.b}.
\]  
(4.35)

For thick barrier penetration \( R/b \ll 1 \) (\( Q_a/B \ll 1 \)), we can approximate the \( \arccos \sqrt{R/b} \) by \( \pi/2 - \sqrt{R/b} \). Thereby we get

\[
\gamma \simeq \frac{4zZ_De^2}{4\pi \varepsilon_0 \hbar v} \left( \frac{\pi}{2} - 2\sqrt{\frac{R}{b}} \right).
\]  
(4.36)

which can be rewritten in the form

\[
\gamma \simeq \frac{zZ_De^2}{2\varepsilon_0 \hbar v} - \frac{1}{\hbar} \left( \frac{8zZ_De^2mR}{\pi \varepsilon_0} \right)^{1/2}.
\]  
(4.37)

The decay constant is now obtained by multiplying the probability of barrier penetration by a frequency which expresses, in a simple way, the frequency of impacts on the barrier. The latter value can be estimated as the 'internal' \( \alpha \)-particle velocity divided by the nuclear radius, so we finally obtain for \( \lambda_\alpha (z = 2) \)

\[
\lambda_\alpha = \frac{v_{ia}}{R} \exp \left[ -\frac{Z_De^2}{\varepsilon_0 \hbar v} + \frac{4e}{\hbar} \left( \frac{Z_DmR}{\pi \varepsilon_0} \right)^{1/2} \right].
\]  
(4.38)

If we replace \( v \) by \( \sqrt{2Q_a/m} \) and take the log, a relation between \( \log T \) and \( Q_a \) is obtained under the form

\[
\log T = a + \frac{b}{\sqrt{Q_a}}.
\]  
(4.39)

This law was empirically deduced as the Geiger–Nuttall law of \( \alpha \)-decay (Geiger and Nuttall 1911, 1912) which is quite well verified by the quantum mechanical calculation carried out here. The data, expressing this variation are presented in figure 4.9, where the large span of \( T(\alpha) \) values, ranges from beyond \( 10^9 \) y down to \( 10^{-6} \) s in \( ^{212}\text{Po} \).
4.5 ALPHA-SPECTROSCOPY

Figure 4.9. $\alpha$-decay energy (in MeV). Experimental values of the half-life versus the $\alpha$-decay energy for even-even nuclei. (Taken from Segre Nuclei and Particles 2nd edn © 1982 Addison-Wesley Publishing Company. Reprinted by permission.)

In this whole discussion we have always considered the $\alpha$-particle to be present; of course the $\alpha$-particle needs to be formed inside the nucleus and this formation probability can influence the decay rate (see Box 4b). Also, the $\alpha$-particle can be emitted with non-zero orbital angular momentum which causes extra hindrance. These aspects will be discussed in the section 4.5.

We give a numerical example deriving the order of magnitude for the various quantities characterizing $\alpha$-decay in Box 4a.

4.5 Alpha-spectroscopy

4.5.1 Branching ratios

The alpha-decay probability ($\lambda_\alpha$) derived in section 4.4 describes decay carrying away zero-angular momentum and involves decay of a nucleus in its ground state. Many $\alpha$-particle emitters, though, show a line spectrum of $\alpha$-groups corresponding to $\alpha$-transitions
to various nuclear excited states in the final nucleus. This is confirmed by the fact that gamma rays have been observed with energies corresponding to the energy differences between various \(\alpha\)-groups.

A typical example, for the decay of \(^{238}\text{Pu}\) to \(^{234}\text{U}\) is shown in figure 4.10 where various groups are observed with a rapidly decreasing intensity as decay energy falls. Part of the decrease is understood since the corresponding \(Q_{\alpha}\) is also decreasing and in the light of the dependence of \(T(\alpha)\) on \(Q_{\alpha}\), a decrease in the partial decay probability results. A more serious effect is the fact that a large angular momentum is carried away when decay proceeds to the higher-lying excited states. In the example, we proceed from a \(J_{i}^{\pi} = 0^{+}\) to \(J_{f}^{\pi} = 0^{+, 2^{+, 4^{+, 6^{+}}, 8^{+}}\) states, implying that the angular momenta carried away by the \(\alpha\)-particle are \(L=0, 2, 4, 6\) and \(8\), respectively. It is important to learn how increasing the \(L\) value influences the \(\alpha\)-decay rate \(\lambda_{\alpha}\). The range of high-energy alpha particles is shown in figure 4.11.

![Diagram](image)

**Figure 4.10.** (a) Decay scheme of \(^{238}\text{Pu}\) showing a number of \(\alpha\)-transitions into the excited states (and ground state) of the final nucleus \(^{234}\text{U}\). The \(\alpha\)-decay intensities are indicated (numbers between brackets). (Taken from Stephens 1960, Segré *Nuclei and Particles* 2nd edn © 1982 Addison-Wesley Publishing Company. Reprinted by permission.). (b) Corresponding spectrum of \(\alpha\)-particles. The number \(N(E_{\alpha})\) is proportional to the various intensities. The maximum \(E_{\alpha}\) value is 5.59 MeV in the present case.

### 4.5.2 Centrifugal barrier effects

The correct differential equation for solving the \(\alpha\)-penetration problem (radial equation) for a general angular momentum eigenstate \(\ell\), characterizing the decay reads (with \(R(r) = u(r)/r\))

\[
\frac{\hbar^2}{2m} \frac{d^2 u(r)}{dr^2} + \left[ \frac{2(Z - 2)e^2}{4\pi \varepsilon_0 r} + \frac{\ell(\ell + 1)\hbar^2}{2mr^2} \right] u(r) = E, \tag{4.40}
\]

when the \(\alpha\)-particle transmission is described by a wavefunction

\[
\psi(\vec{r}) = \frac{u(r)}{r} Y_{\ell}^{m}(\theta, \varphi). \tag{4.41}
\]
This can be interpreted in a way that, for $\ell \neq 0$ values, the potential the $\alpha$-particle has to tunnel through becomes bigger by the quantity $\ell(\ell + 1)\hbar^2/2mr^2$ and gives rise to an effective potential

$$V_{\text{eff}}(r) = \frac{2(Z - 2)e^2}{4\pi \varepsilon_0 r} + \frac{\ell(\ell + 1)\hbar^2}{2mr^2}. \quad (4.42)$$

This is illustrated in figure 4.12 and the effect can be analyzed by its effect on the $\lambda_\alpha$ value. If we call $\sigma$ the value of the increase in height of the centrifugal barrier at $r = R$ relative to the Coulomb barrier height at $r = R$, we obtain

$$\sigma = \frac{\ell(\ell + 1)\hbar^2}{2mR^2} \cdot \frac{4\pi \varepsilon_0 R}{2Z_D e^2} = \frac{\pi \varepsilon_0 \hbar \ell(\ell + 1)}{m R Z_D e^2}. \quad (4.43)$$

or

$$\sigma \approx 0.002 \ell(\ell + 1).$$

The increase of the barrier height $B$ to the value $B(1 + \sigma)$ leads to a small (but non-negligible) effect on the second term in the expression for $\lambda_\alpha$ as given in equation (4.38).

The analysis has to be changed since we now have

$$\frac{R}{b} = \frac{Q_a}{B(1 + \sigma)},$$

and

$$\sqrt[4]{\frac{R}{b}} = \sqrt[4]{\frac{Q_a}{B}} \frac{1}{\sqrt{1 + \sigma}} \simeq \sqrt[4]{\frac{Q_a}{B}} \left(1 - \frac{\sigma}{2}\right). \quad (4.44)$$

This shows up in the new expression for $\lambda_\alpha$,

$$\lambda_\alpha \approx \frac{z Z_D e^2}{2\varepsilon_0 \hbar v} - \frac{1}{\hbar} \left(\frac{8z Z_D e^2 m R}{\pi \varepsilon_0}\right)^{1/2} \left(1 - \frac{\sigma}{2}\right). \quad (4.45)$$
Figure 4.12. Illustration of the effect of the centrifugal to increase the height and width of the original Coulomb barrier, causing a decrease in the corresponding α-decay probability. The various parameters \( B \), \( \sigma \) are explained in detail in the text.

Table 4.1. Ratio of \( \lambda_\alpha \) probability for \( \ell \) angular momentum compared to \( \lambda_\alpha(\ell = 0) \) 
\((Z_\odot = 86, R = 9.87 \times 10^{-15} \text{ m and } Q_\alpha = 4.88 \text{ MeV})\)

<table>
<thead>
<tr>
<th>( \ell )</th>
<th>( \frac{\lambda_\alpha(\ell)}{\lambda_\alpha(\ell=0)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0.7</td>
</tr>
<tr>
<td>2</td>
<td>0.37</td>
</tr>
<tr>
<td>3</td>
<td>0.137</td>
</tr>
<tr>
<td>4</td>
<td>0.037</td>
</tr>
<tr>
<td>5</td>
<td>(7.1 \times 10^{-3})</td>
</tr>
<tr>
<td>6</td>
<td>(1.1 \times 10^{-3})</td>
</tr>
</tbody>
</table>

The numerical example discussed in Box 4a for \( \ell=2 \), gives a correction in the exponent of

\[ \exp \left\{ \frac{83}{2} \times 0.002 \times 2(2 + 1) \right\} = \exp(0.498) \simeq 1.6. \]

This effect is still small, compared to changes in \( \lambda_\alpha \) resulting from changes in \( Q_\alpha \) and/or \( R \). For large \( \ell \) difference, though, a \( \Delta \ell = 6 \) value gives a reduction in the \( \lambda_\alpha \) value of \( \simeq 1000 \) (compared with the \( \ell=0 \) case).
4.5.3 Nuclear structure effects

In all the above arguments, even though the full Coulomb barrier and, eventually, centrifugal effects are taken into account, it has always been assumed that we study the $\alpha$-particle penetration with the decay constant separated into a 'collision frequency' $v$ times the penetration probability (for a single 'kick') $\lambda_\alpha = v . P$. In fact we should take into account that the $\alpha$-particle needs to be formed within the nuclear potential well and this formation probability can give an additional reduction in $\lambda_\alpha$ over the more simple approaches.

Here, one has to consider the nuclear wavefunctions in detail and this will be sensitive to the way the product of the final nuclear wavefunctions describing the daughter nucleus $\psi_f(A - 4)$, and the $\alpha$-particle wavefunction $\varphi_\alpha$ resembles the initial $A$-particle nuclear wavefunction $\psi_i(A)$. This quantity, called the overlap integral or, the $\alpha$-particle 'spectroscopic factor' $A_\alpha$ or $\alpha$-reduced width, is defined as

$$A_\alpha^2 = \left| \langle \psi_i(A) | \psi_f(A - 4) , \varphi_\alpha(4) \rangle \right|^2.$$  \hspace{1cm} (4.46)

It will strongly depend on the particular shell-model orbitals of the final states of the protons and neutrons (see part C). A number of calculations have been performed by Mang (1960, 1964). Typical examples are those cases for strongly deformed nuclei where the internal structure of the final wavefunction is not changing but only the collective behaviour of the nucleus as a whole is changing (a collective rotational spectrum as is the case in the $\alpha$-decay, presented in the $^{238}$Pu $\rightarrow$ $^{234}$U decay to the $0^+$, $2^+$, $4^+$, $6^+$, $8^+$ members of a rotational band (figure 4.10), see part D). In these cases, the value of $A_\alpha^2$ remains constant but retardation results because of the centrifugal barrier acting on $\ell$ and of the decreasing $Q_\alpha$ value with increasing excitation energy in the final nucleus $^{234}$U.

In Box 4b, we illustrate some of these reduced $A_\alpha^2$ widths as well as the effect of $\alpha$-decay connecting odd-mass nuclei.

4.6 Conclusion

A full time-dependent study is not within our scope here; we could however find qualitative explanations for many of the observed $\alpha$-decay properties. A nice discussion of time dependence is given by Fuda (1984) and by Bohm et al (1989). A study of $\alpha$-decay spectra is presented by Desmarais and Duggan (1990).

We point out here a final, but very interesting, application of $\alpha$-decay as a test of parity conservation in the strong decay. The angular momentum $\ell$, carried away by the $\alpha$-particle (since the $\alpha$-particle itself has $I^\pi = 0^+$), also determines the total spin change if decay from (or to) a $0^+$ state proceeds. The parity associated with the $\alpha$-particle relative wavefunction, described by the $Y_\ell^m(\theta, \varphi)$ spherical harmonics, is $(-1)^\ell$. This brings in an extra selection rule in the sense that

$$\pi_i = \pi_f (-1)^\ell,$$

where $\ell$ is the $\alpha$-decay angular momentum.

So, $\alpha$-decay (even a very weak branch) in the decay of the $1^+$ level in $^{20}$Ne to the $0^+$ $^{16}$O ground state (proceeding via a $\ell=1$ change) would be parity-forbidden. From this
Figure 4.13. α-decay from a $J^\pi = 1^-$ level in $^{20}$Ne. Only particular levels of interest that can be of use in testing parity non-conservation in α-decay are shown. (Taken from Frauenfelder and Henley (1991) Subatomic Physics © 1974. Reprinted by permission of Prentice-Hall, Englewood Cliffs, NJ.)

experiment, a limit on the parity mixed component contributing to the $1^+ \rightarrow 0^+$ α-decay, is derived as

$$\frac{\text{amplitude (parity-odd)}}{\text{amplitude (parity-even)}} \lesssim 3 \times 10^{-13},$$

which is good evidence of parity conservation in the strong interaction amongst nucleons in the nucleus (the above is illustrated in figure 4.13).
We consider a numerical example in detail for the emission of 4.2 MeV $\alpha$-particles from $^{238}_{92}U_{146}$. We neglect, however, recoil effects since

$$m = \frac{m_\alpha M_D}{m_\alpha + M_D} = 3.932 \text{ amu},$$

and

$$T_D = \frac{m_\alpha}{M_D} T_\alpha = 0.07 \text{ MeV}.$$ 

The relative $\alpha$-particle velocity is obtained as

$$v \simeq \left( \frac{2Q_\alpha}{m} \right)^{1/2} = 1.42 \times 10^7 \text{ ms}^{-1}.$$ 

For the radius, we use $R = r_0 A^{1/3}$ (with $r_0 = 1.4 \text{ fm}$), so for the daughter nucleus $^{234}_{90}Th_{144}$, we have

$$R = 8.6 \text{ fm}.$$ 

If we calculate the collision frequency of $\alpha$-particles at the barrier we take $v_{in} \simeq v$ and derive the result

$$\frac{v_{in}}{R} \simeq 1.7 \times 10^{21} \text{ s}^{-1}.$$ 

The first term in the exponent for $\lambda_\alpha$ becomes

$$-\frac{Z_D e^2}{\epsilon_0 \hbar v} = \frac{90 \times (1.6 \times 10^{-19})^2}{8.8542 \times 10^{-12} \times 1.054 \times 10^{-34} \times 1.42 \times 10^7} = -173$$

(using $e = 1.6 \times 10^{-19} \text{ C}$; $\hbar = 1.054 \times 10^{-34} \text{ J} \cdot \text{s}$; $\epsilon_0 = 8.8542 \times 10^{-12} \text{ C}^2/(\text{N} \cdot \text{m}^2)$). In a similar way, we obtain for the second term of $\lambda_\alpha$

$$\frac{4e}{\hbar} \left( \frac{Z_D m R}{\pi \epsilon_0} \right)^{1/2} = \frac{4 \times 1.6 \times 10^{-19}}{1.054 \times 10^{-34}} \left( \frac{90 \times 4 \times 1.66 \times 10^{-27} \times 8.6 \times 10^{-15}}{3.14 \times 8.8542 \times 10^{-12}} \right)^{1/2} = 83.$$ 

So, we obtain for the sum of the exponents

$$P = e^{-90} \simeq 10^{-39},$$

and, correspondingly for $\lambda_\alpha$,

$$\lambda_\alpha = \left( \frac{v_{in}}{R} \right) P = 1.7 \times 10^{21} \times 10^{-39} \text{ s}^{-1} = 1.7 \times 10^{-18} \text{ s}^{-1},$$

or

$$T(\alpha) = 4.1 \times 10^{17} \text{ s} \simeq 1.3 \times 10^{10} \text{ y}.$$ 

The experimental half-life in this particular case is $0.45 \times 10^{10} \text{ y}$, a remarkable agreement, taking all simplifications into account.
From the expression for $B$, the barrier height at the nuclear radius $R$, we obtain the result

$$B = \frac{Z_z e^2}{4\pi \varepsilon_0 R} = 482 \times 10^{-14} \text{ J} \approx 30 \text{ MeV}$$

(using 1 MeV = $1.60 \times 10^{-13}$ J). Similarly, we get a result for the exit radial value $b$ since

$$b = \frac{R \cdot B}{Q_a} = 61.$$  

This indicates, indeed, a thick barrier ($R = 8.6$ fm) and the approximation $R/b \ll 1$ is fulfilled well here. The expression for $\lambda_\alpha$ is very sensitive in its dependence on the nuclear radius $R$. Only a 2% change in $R$ results in changes of $\lambda_\alpha$ by a factor 2. The known $\alpha$-decay results are all consistent with the use of a value $r_0 \approx 1.4$–1.5 fm in calculating the nuclear radius $R$. 
The $A^{2}_\alpha$ reduced $\alpha$-widths ($\equiv \delta^{2}_\alpha$) in Po and At isotopes (calculated by Mang 1960, 1964) are illustrated (figure 4b.1) for (a) the even-even Po nuclei, (b) the odd-mass Po nuclei and (c) the odd-mass At nuclei. The closed circles are calculated values, the open circles represent data points. The calculated values have been normalized to $^{210}$Po. Variations over one-order of magnitude are clearly recognizable and can be well explained using the simple spherical shell-model. The nucleus $^{212}$Po differs from $^{208}$Pb by two neutrons and two protons outside of the $Z = 82$, $N = 126$ closed shells (see part C), whereas for $^{210}$Po only two protons outside $Z = 82$ are present. In order to form the daughter nucleus $^{206}$Pb and the $\alpha$-particle, the neutron closed shell at $N = 126$ needs to be broken resulting in a large decrease of the $\alpha$-reduced width $A^{2}_\alpha$. This is the major effect used to

---

**Figure 4b.1.** Illustration of the $\alpha$-decay width (expressed in equation (4.46) (in units MeV) as a function of the mass number $A$ for the even-even Po nuclei (a), the even-odd Po nuclei (b) and the odd-even At nuclei (c)). In each case, the open circles are the experimental data points, the dots denote the calculated values from Mang (1960).
explain the gross features in figure 4b.1. Finer details need more involved shell-model calculations.

In odd-$A$ nuclei, the formation of the $\alpha$-particle can put a stringent test on the shell-model orbits that the particular odd-particle may occupy. Whenever the unpaired nucleon remains in the same orbit in the initial and final nucleus, $\alpha$-decay will proceed as it would in the even–even nucleus. If, though, the odd-particle is changing its state of motion, strong 'hindrance' can result (depending on the difference in the single-particle wavefunctions and on the particle's particular occupancy). So, it can happen that $\alpha$-decay to an excited state proceeds faster than to the ground state, even overcoming $Q_\alpha$ differences that may be present (see figure 4b.2).

![Decay scheme of $^{241}\text{Am}$](image)

<table>
<thead>
<tr>
<th>$J^\pi, K$</th>
<th>keV</th>
<th>$E_\alpha$ MeV, %</th>
<th>$l$ wave</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma-, \frac{5}{2}^+$</td>
<td>225</td>
<td>5.314, 0.015</td>
<td>$l = 4, 6$</td>
</tr>
<tr>
<td>$\gamma-, \frac{3}{2}^-$</td>
<td>158.6</td>
<td>5.379, 1.4</td>
<td>$l = 2$</td>
</tr>
<tr>
<td>$\gamma-, \frac{1}{2}^-$</td>
<td>103.0</td>
<td>5.433, 13.6</td>
<td>$l = 2$</td>
</tr>
<tr>
<td>$\gamma-, \frac{3}{2}^+$</td>
<td>59.57</td>
<td>5.476, 84.3</td>
<td>$l = 0, 2$</td>
</tr>
<tr>
<td>$\gamma+, \frac{5}{2}^+$</td>
<td>33.20</td>
<td>5.503, 0.24</td>
<td></td>
</tr>
<tr>
<td>$\gamma+, \frac{3}{2}^+$</td>
<td>0</td>
<td>5.535, 0.42</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 4b.2.** Decay scheme of $^{241}\text{Am}$, illustrating in particular the favoured $\alpha$-decay to the band characterized by spin $\frac{5}{2}^+$. Both $\alpha$-decay energies, intensities and probable orbital angular momentum value $\ell$, taken away by the $\alpha$-particle in the decay, are shown (taken from Stephens 1960).

The odd-mass $\alpha$-decay is presented schematically for $^{83}\text{Bi} \rightarrow ^{81}\text{Tl}$ decays, in figure 4b.3. If the odd-particle (outside $Z = 82$) remains the odd-particle in the final nucleus, an excited state in Tl will be fed, though with large reduced $\alpha$-width $A_\alpha^2$. In proceeding to the odd-mass Tl ground state, the $\alpha$-particle should have a more complicated structure and hindrance will result. This 'selective' method has been used, in particular by the group at IKS, Leuven to search for particle-hole excited 'intruder' states near closed shells. A very recent, but textbook, case is illustrated for the Po–Pb–Hg–(Bi–Tl) region in figures 4b.4 and 4b.5.
Figure 4b.3. Shell-model characterization of α-decay of $^{81}\text{Bi} \rightarrow ^{81}\text{Tl}$. The shaded boxes represent the α-particle being formed in the decay. This α-particle is preferentially formed between 2 protons and 2 neutrons in the same shell-model orbits (see Chapter 9). Thus, the decay shown in the lower part will be strongly inhibited compared to α-decay leading to the $^7/2^-$ excited state in the odd-mass Tl nuclei.

Figure 4b.4. Illustration of the α-spectrum in the reaction $^{20}\text{Ne} + ^{182}\text{W}$ at mass $A = 192$. Besides the α-lines from the isobars $^{192}\text{Po}$, $^{192}\text{Bi}$ and $^{192}\text{Pb}$, contamination lines from $^{241}\text{Am}$ are observed. The strongest line is the 6.06 MeV transition of $^{192}\text{Bi}$. Two new lines at 6.245 MeV and 6.348 MeV can be assigned to the decay of $^{192}\text{Bi}$, based on lifetime information (taken from Huyse 1991).
Figure 4b.5. An overview of the $\alpha$-reduced width $\delta_\alpha^2$ in even-even nuclei near $^{218}_{82}$Pb. The reduced width is $\delta_\alpha^2 \equiv \lambda_\alpha \cdot h/P$ (with $P$ the penetration factor). The figure (a) gives the data from Toth et al (1984) and (b) is taken from the thesis of Huyse (1991).
BETA-DECAY: THE WEAK INTERACTION AT WORK

5.1 The old beta-decay theory and the neutrino hypothesis

5.1.1 An historic introduction

Radioactivity was discovered in 1896 by Becquerel and it became clear within a few years that decaying nuclei could emit three types of radiation, called $\alpha$, $\beta$ and $\gamma$ rays. An outstanding puzzle was related to the beta-decay process. The continuous energy distribution of beta decay electrons was a confusing experimental result in the 1920s. An example of such a beta spectrum is shown in figure 5.1. The energy distribution extends from zero to an upper limit (the endpoint energy) which is equal to the energy difference between the quantized initial and final nuclear states. A second, equally serious puzzle arose a few years later when it was realized that no electrons are present inside the nucleus. Where, then, do the electrons come from?

![Beta particles from radium E.](image)

\textbf{Figure 5.1.} Simple example of a beta spectrum. This figure is taken from one of the classic papers, by Ellis and Wooster (1927) (reprinted with permission of the Royal Society).

The first puzzle was solved by Pauli who suggested the existence of a new, very light uncharged and penetrating particle, the neutrino. In 1930 this was a revolutionary step. The neutrino carries the 'missing' energy. Conservation of electric charge requires the neutrino to be electrically neutral and angular momentum conservation and spin statistics considerations in the decay process require the neutrino to behave like a fermion of spin $\frac{1}{2}$. Experiment shows that in beta-decay processes, two types of neutrinos can be emitted. These are called the neutrino ($\nu$) and antineutrino ($\bar{\nu}$).

To make the above arguments more quantitative, we discuss the beta-decay of the free neutron

$$n \rightarrow p + e^- + \bar{\nu}_e$$  \hspace{1cm} (5.1)

As discussed in Chapter 1, section 1.8, we define the $Q$-value as the difference between
the initial and final nuclear mass energies, i.e.

\[ Q = (M_n - M_p - M_{e^-} - M_{\bar{\nu}_e})c^2, \]  

(5.2)

(in what follows we denote the rest-mass of the electron \( M_{e^-}c^2 \) as \( m_0c^2 \)). For the decay of the neutron at rest, this \( Q \) value equals

\[ Q = T_p + T_{e^-} + T_{\bar{\nu}_e}. \]  

(5.3)

For the moment, we ignore the proton recoil kinetic energy \( T_p \) which is only \( \approx 0.3 \) keV. The electron and antineutrino will then share the decay energy (\( Q \)-value) which explains the observed electron spectrum shape. We also deduce that \( Q \approx (T_{e^-})_{\text{max}} \).

The measured maximum electron energy is 0.782 ± 0.013 MeV. From measured proton, neutron and electron masses, one derives

\[ Q = M_n c^2 - M_p c^2 - m_0 c^2 - M_{\bar{\nu}_e} c^2 \]
\[ = 939.573 \text{ MeV} - 938.280 \text{ MeV} - 0.511 \text{ MeV} - M_{\bar{\nu}_e} c^2 \]
\[ = 0.782 \text{ MeV} - M_{\bar{\nu}_e} c^2. \]  

(5.4)

So, within the precision of the measurement (13 keV), we can take the neutrino as massless (see section 5.4). Conservation of linear momentum can be used to identify beta-decay as a three-body process but this requires momenta measurements of the recoiling nucleus in coincidence with the emitted electron, registering the momentum. These experiments are difficult because of the very low recoiling energy of the final nucleus after beta-decay. In figure 5.2, we illustrate this using a picture obtained in a cloud chamber for the \(^{6}\text{He} \) decay process

\[ ^{6}\text{He}_4 \rightarrow ^{4}\text{Li}_3 + e^- + \bar{\nu}_e, \]

(Csikay and Szalay 1957). Whatever the mass of the neutrino might be, the existence of the additional particle is required by these experiments, from momentum addition.

### 5.1.2 Energy relations and \( Q \)-values in beta-decay

In most decay processes, we shall use the notation \( T \) and \( E \) for kinetic and total energy, respectively. The masses denoted with the accent (\( M' \)) give the nuclear mass whereas masses denoted by (\( M \)) give the total atomic mass. If we consider the neutrino massless, it moves with the speed of light like photons and thus

\[ E_\nu = T_\nu = p_0c. \]  

(5.5)

In describing the beta-decay processes, relativistic kinematics should be used in general. The nuclear recoil has such a low energy that non-relativistic methods apply.

We now consider the three basic beta-decay processes: \( \beta^- \)-decay (\( n \rightarrow p + e^- + \bar{\nu}_e \)); \( \beta^+ \)-decay (\( p \rightarrow n + e^+ + \nu_e \)) and electron capture EC (\( p + e^- \rightarrow n + \nu_e \)) that may appear in a nucleus \( M_F \) (\( P \) : parent nucleus) with \( M_D \) (\( D \) : final or daughter nucleus) as the final nucleus.
5.1 THE OLD BETA-DECAY THEORY

Figure 5.2. Recoil of a Li nucleus following the beta decay of $^6$He. The lithium ion is at the left-hand side and the electron is the curved track. The photograph was taken in a low-pressure cloud chamber (taken from Csikay and Szalay 1957).

(i) The $Q_{\beta^-}$ value for the transmutation is

$$\frac{A}{Z}X_N \rightarrow \frac{A}{Z+1}Y_{N-1} + e^- + \bar{\nu}_e,$$  \hspace{1cm} (5.6)

$$Q_{\beta^-} = T_{e^-} + T_{\bar{\nu}_e}$$

$$= M_p'c^2 - M_D'c^2 - m_0c^2.$$  \hspace{1cm} (5.7)

We can convert the nuclear masses into atomic masses, using the expression

$$M_p c^2 = M_p'c^2 + Zm_0c^2 - \sum_{i=1}^{Z} B_i,$$  \hspace{1cm} (5.8)

where the $B_i$ represents the binding energy of the $i$th electron. So, one obtains for the $Q_{\beta^-}$ value the result (neglecting the very small differences in electron binding energy between the daughter and parent atoms)

$$Q_{\beta^-} = M_p c^2 - M_D c^2.$$  \hspace{1cm} (5.9)

Thus, the $\beta^-$ process is possible (exothermic with $Q_{\beta^-} > 0$) with the emission of an electron and an antineutrino with positive kinetic energy whenever $M_p > M_D$.

(ii) The $Q_{\beta^+}$ value for the transmutation

$$\frac{A}{Z}X_N \rightarrow \frac{A}{Z-1}Y_{N+1} + e^+ + \nu_e,$$  \hspace{1cm} (5.10)

is

$$Q_{\beta^+} = T_{e^+} + T_{\nu_e}$$

$$= M_p'c^2 - M_D'c^2 - m_0c^2.$$  \hspace{1cm} (5.11)
Using the same method as in equation 5.8 to transform nuclear masses in atomic masses, one obtains the result

\[ Q_{\beta^+} = M_pc^2 - (M_Dc^2 + 2m_0c^2). \] (5.12)

So, the \( \beta^+ \) process has a threshold of \( 2m_0c^2 \) in order for the process to proceed spontaneously \( (Q_{\beta^+} > 0) \).

(iii) A process, rather similar to \( \beta^+ \)-decay by which the nuclear charge also decreases by one unit \( (Z \rightarrow Z - 1) \), is called electron capture, can also occur. An atomic electron is 'captured' by a proton, thereby transforming into a bound neutron and emitting a neutrino. This process leaves the final atom in an excited state, since a vacancy has been created in one of the inner electron shells. It is denoted by

\[ ^AX_N + e^- \rightarrow ^A_{Z-1}Y_{N+1} + \nu_e. \] (5.13)

and has a \( Q_{EC} \) value

\[ Q_{EC} = M_pc^2 - (M_Dc^2 + B_n), \] (5.14)

with \( B_n \), the electron binding energy of the \( n \)th electron \( (n = K, L_1, L_\|, L_{III}, M_1, \ldots) \) in the final atom. Here too, a constraint, albeit not very stringent, is present on the mass difference \( M_pc^2 - M_Dc^2 \). Following the electron capture process, the vacancy created is very quickly filled as electrons from less bound orbitals make downward transitions thereby emitting characteristic X-rays. These processes will be discussed in more detail in section 5.2.

The various constraints on \( Q_{\beta^+} \), \( Q_{\beta^+} \), \( Q_{EC} \) are illustrated in figures 5.3(a) and (b). If beta-decay proceeds to an excited nuclear state as the final state, the appropriate \( Q \)-value has to be reduced from the ground state-to-ground state value.

In table 5.1 we present a few \( Q \) values for typical \( \beta \)-decay processes.

Table 5.1. (Taken from Krane, *Introductory Nuclear Physics* © 1987 John Wiley & Sons. Reprinted by permission.)

<table>
<thead>
<tr>
<th>Decay</th>
<th>Type</th>
<th>( Q ) (MeV)</th>
<th>( T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{23}\text{Ne} \rightarrow ^{23}\text{Na} + e^- + \bar{\nu}_e)</td>
<td>( \beta^- )</td>
<td>4.38</td>
<td>38 s</td>
</tr>
<tr>
<td>(^{99}\text{Tc} \rightarrow ^{99}\text{Ru} + e^- + \bar{\nu}_e)</td>
<td>( \beta^- )</td>
<td>0.29</td>
<td>2.1 \times 10^5 y</td>
</tr>
<tr>
<td>(^{25}\text{Al} \rightarrow ^{25}\text{Mg} + e^- + \nu_e)</td>
<td>( \beta^- )</td>
<td>3.26</td>
<td>7.2 s</td>
</tr>
<tr>
<td>(^{124}\text{I} \rightarrow ^{124}\text{Te} + e^+ + \nu_e)</td>
<td>( \beta^- )</td>
<td>2.14</td>
<td>4.2 s</td>
</tr>
<tr>
<td>(^{15}\text{O} + e^- \rightarrow ^{15}\text{N} + \nu_e)</td>
<td>EC</td>
<td>2.75</td>
<td>1.22 s</td>
</tr>
<tr>
<td>(^{41}\text{Ca} + e^- \rightarrow ^{41}\text{K} + \nu_e)</td>
<td>EC</td>
<td>0.43</td>
<td>1.0 \times 10^5 y</td>
</tr>
</tbody>
</table>

In table 5.2 we give the electron binding energies for nuclei with \( 37 \leq Z \leq 100 \). These allow a precise determination of possible electron capture processes and the particular electron shells through which these can proceed (taken from Krane 1987).

Table 5.2. (continued)

<table>
<thead>
<tr>
<th>K</th>
<th>L₁</th>
<th>L₁₁</th>
<th>L₁₁₁</th>
<th>M₁</th>
<th>M₁₁</th>
<th>M₁₁₁</th>
<th>M₁₁₁</th>
<th>M₁₁₁</th>
<th>M₁₁₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>82 Pb</td>
<td>88.015</td>
<td>15.873</td>
<td>15.210</td>
<td>13.046</td>
<td>3.862</td>
<td>3.568</td>
<td>3.079</td>
<td>2.596</td>
<td>2.495</td>
</tr>
<tr>
<td>84 Po</td>
<td>93.11</td>
<td>16.94</td>
<td>16.24</td>
<td>13.82</td>
<td>4.16</td>
<td>3.85</td>
<td>3.30</td>
<td>2.80</td>
<td>2.69</td>
</tr>
<tr>
<td>85 At</td>
<td>95.74</td>
<td>17.49</td>
<td>16.79</td>
<td>14.22</td>
<td>4.32</td>
<td>4.01</td>
<td>3.42</td>
<td>2.91</td>
<td>2.79</td>
</tr>
<tr>
<td>86 Em</td>
<td>98.41</td>
<td>18.06</td>
<td>17.34</td>
<td>14.62</td>
<td>4.49</td>
<td>4.16</td>
<td>3.54</td>
<td>3.02</td>
<td>2.89</td>
</tr>
<tr>
<td>87 Fr</td>
<td>101.14</td>
<td>18.64</td>
<td>17.90</td>
<td>15.03</td>
<td>4.65</td>
<td>4.32</td>
<td>3.67</td>
<td>3.13</td>
<td>3.00</td>
</tr>
<tr>
<td>89 Ac</td>
<td>106.76</td>
<td>19.85</td>
<td>19.08</td>
<td>15.87</td>
<td>5.00</td>
<td>4.65</td>
<td>3.92</td>
<td>3.37</td>
<td>3.21</td>
</tr>
<tr>
<td>93 Np</td>
<td>118.66</td>
<td>22.41</td>
<td>21.59</td>
<td>17.61</td>
<td>5.74</td>
<td>5.36</td>
<td>4.43</td>
<td>3.85</td>
<td>3.66</td>
</tr>
<tr>
<td>94 Pu</td>
<td>121.77</td>
<td>23.10</td>
<td>22.25</td>
<td>18.06</td>
<td>5.93</td>
<td>5.56</td>
<td>4.56</td>
<td>3.98</td>
<td>3.78</td>
</tr>
<tr>
<td>95 Am</td>
<td>124.94</td>
<td>23.80</td>
<td>22.94</td>
<td>18.52</td>
<td>6.14</td>
<td>5.75</td>
<td>4.70</td>
<td>4.11</td>
<td>3.90</td>
</tr>
<tr>
<td>96 Cm</td>
<td>128.16</td>
<td>24.50</td>
<td>23.63</td>
<td>18.99</td>
<td>6.35</td>
<td>5.95</td>
<td>4.84</td>
<td>4.24</td>
<td>4.02</td>
</tr>
<tr>
<td>97 Bk</td>
<td>131.45</td>
<td>25.23</td>
<td>24.34</td>
<td>19.47</td>
<td>6.56</td>
<td>6.16</td>
<td>4.99</td>
<td>4.38</td>
<td>4.15</td>
</tr>
<tr>
<td>98 Cf</td>
<td>134.79</td>
<td>25.98</td>
<td>25.07</td>
<td>19.95</td>
<td>6.78</td>
<td>6.37</td>
<td>5.13</td>
<td>4.51</td>
<td>4.28</td>
</tr>
<tr>
<td>99 Es</td>
<td>138.19</td>
<td>26.74</td>
<td>25.82</td>
<td>20.44</td>
<td>6.99</td>
<td>6.58</td>
<td>5.28</td>
<td>4.65</td>
<td>4.41</td>
</tr>
<tr>
<td>100 Fm</td>
<td>141.66</td>
<td>27.51</td>
<td>26.57</td>
<td>20.93</td>
<td>7.22</td>
<td>6.81</td>
<td>5.42</td>
<td>4.80</td>
<td>4.54</td>
</tr>
</tbody>
</table>

5.2 Dynamics in beta-decay

5.2.1 The weak interaction: a closer look

One of the puzzles in understanding beta-decay ($\beta^-, \beta^+$) was the emission of particles (electron, positron, neutrino) that are not present in the atomic nucleus.

Fermi assumed that in the $\beta^-$ process, the electron and antineutrino were created during the process of beta-decay (Fermi 1934). The act of creation is very similar to the process of photon emission in atomic and nuclear decay processes. By 1933 the quantum theory of radiation was well enough understood and Fermi constructed his theory of beta-decay after it. It was only with the fall of parity conservation in the weak interaction in 1957 that Fermi's theory had to be modified.

In figure 5.4(a), we show a diagram representing the $\beta^-$-decay of the neutron. The analogy of this process with the electromagnetic interaction becomes clearer when we redraw it using the fact that antiparticles can be looked at as particles going backwards in time. The decay then appears as in figure 5.4(b).

In contrast to the electromagnetic interaction where a photon is exchanged between the charged particles (figure 5.5(a)), with zero rest mass ($m_γ = 0$) and an infinite interaction range, the $\beta^-$-decay process appears to be short range. In quantum field theory, it can be shown that the range is inversely proportional to the mass of the
exchanged 'charge' carrier. Thus, a hypothetical particle, the intermediate boson \((W^\pm)\) is exchanged. In this way, the symmetry aspects relating electromagnetic and weak interactions are introduced.

In Box 5a, we illustrate the recent work that led to the discovery of these intermediate bosons \((W^\pm, Z^0)\) and to the construction of a unification in our understanding of the electromagnetic and weak interactions. This research at CERN is one of the most dramatic pieces of work where theory and state-of-the-art particle detection techniques proved unification ideas (Salam 1980, Weinberg 1974, 1980, Glashow 1961, 1980) to be basically correct: ideas that have been developed on what is called the 'Standard Model'.
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**Figure 5.3.** (a) The atomic masses for parent–daughter systems illustrating the energy relations in \(\beta^-\) and \(\beta^-\) (EC) decay processes. The various \(Q\)-values are indicated with \(2m_e c^2 (\approx 1022 \text{ keV})\) as a threshold for \(\beta^-\) decay. (b) The mass relationships in electron capture between the parent and daughter atom. Since the final atom is left in an excited state \(M_D c^2\), the various possibilities for capture in a \(L_1, \ldots, M_1, \ldots\) configuration are schematically represented.

![Diagram](image)

**Figure 5.4.** Example of neutron decay (a) and neutrino absorption (b). It is assumed that the absolute values of the matrix elements are equal. The diagrams give a pictorial description of the weak-interaction process.
5.2.2 Time-dependent perturbation theory: the beta-decay spectrum shape and lifetime

In Chapter 3 the general methods for evaluating the lifetimes of non-stationary states decaying through the interaction of certain residual interactions have been briefly outlined. We shall now apply the methods of time-dependent perturbation theory to evaluate various observables in the beta-decay process ($T$, beta spectrum shape, etc).

5.2.2.1 Phase space and two- and three-body processes

In the $\beta^-$-decay process, where a neutron transforms into a proton in a nucleus $^AX_N$ and an electron and an antineutrino are emitted, the transition rate can be determined from

$$\lambda = \frac{2\pi}{\hbar} \left| \langle \psi_f | H_{\text{int}} | \psi_i \rangle \right|^2 \frac{dn}{dE}(e^-, \bar{\nu}_e).$$

(5.15)

where the initial state $\psi_i$ describes the wavefunction of the parent nucleus $\psi_p(\vec{r}_1, \vec{r}_2, \ldots \vec{r}_A)$ and $\psi_f$ the product wavefunction $\psi_D(\vec{r}_1, \vec{r}_2, \ldots \vec{r}_A) \psi_e^{-}(\vec{r}_e, Z) \psi_{\bar{\nu}}(\vec{r}_{\bar{\nu}})$. In both the parent and the daughter nucleus, A nucleons with coordinates $\vec{r}_1, \vec{r}_2, \ldots \vec{r}_A$ are present but one of the neutrons has been changed into a proton through the interaction Hamiltonian describing the decay process. At the same time, an electron, described by the wavefunction $\psi_e (\vec{r}_e, Z)$, is emitted from the nucleus. This wavefunction is the Coulomb function in the non-relativistic case. The antineutrino wavefunction $\psi_{\bar{\nu}}(\vec{r}_{\bar{\nu}})$ is given by a plane wave solution. By considering the interaction as a point interaction (see also in section 5.3) $g\delta(\vec{r}_p - \vec{r}_n)\delta(\vec{r}_n - \vec{r}_e)\delta(\vec{r}_e - \vec{r}_{\bar{\nu}})$ with strength $g$, the integration in evaluating the transition matrix element is greatly simplified. We postpone this discussion to section 5.3 and concentrate on spectrum shape and lifetime; the value of $\lambda$ can be rewritten as

$$\lambda = \frac{2\pi}{\hbar} |M_{fi}|^2 \frac{dn}{dE}(e^-, \bar{\nu}_e).$$

(5.16)
To evaluate both $|M_{fi}|^2$ and the density of final states

$$\frac{dn}{dE}(e^-, \bar{\nu}_e),$$

we use as a quantization volume a box normalized to a volume $V$ for the electron and antineutrino wavefunctions.

**Figure 5.6.** Comparison of the classical (a) and quantum mechanical (b) phase space extension for one-dimensional particle motion characterized by the coordinates $(x, p_x)$. In the classical case, single points result whereas in the quantum mechanical situation the uncertainty principle involves 'volumes' of extension $\hbar$.

In standard quantum mechanics texts, it is shown that, for a particle with one degree of freedom bound over the interval $(0, L)$, the number of levels $n$ for a particle with momentum in the interval $(0, p)$ is (figure 5.6(b))

$$n = \frac{L \cdot p}{2\pi \hbar}. \quad (5.17)$$

The three-dimensional case then becomes

$$n = \frac{1}{(2\pi \hbar)^3} \int d^3x \int d^3p, \quad (5.18)$$

with the density of states

$$\frac{dn}{dE} = \frac{V}{(2\pi \hbar)^3} 4\pi p^2 \frac{dp}{dE}. \quad (5.19)$$

For general relativistic motion where $E^2 = p^2c^2 + m^2c^4$ one gets $EdE = pdp \cdot c^2$, and

$$\frac{dn}{dE} = \frac{V}{(2\pi \hbar)^3} 4\pi \frac{p^2}{c^2} \frac{E}{p},$$

$$\frac{dn}{dE} = \frac{4\pi V}{c^2(2\pi \hbar)^3} p E,$$

or

$$\frac{dn}{dE} = \frac{1}{2\pi^2 c^3 \hbar^3} E \sqrt{E^2 - m^2c^4}. \quad (5.20)$$
In the actual $\beta^-$-decay process, an electron ($\bar{p}_{e^-}, E_{e^-}$), an antineutrino $\bar{\nu}_e, E_{\bar{\nu}_e}$) and a recoiling nucleus $^{\text{A}}_{Z+1}Y_{N-1}(\bar{p}_Y, E_Y)$ contain the full kinematics (figure 5.7) such that in the three-body process, only two particles appear free and independent with the conditions

$$\bar{p}_{e^-} + \bar{\nu}_e + \gamma = 0$$

$$E = E_{e^-} + E_{\bar{\nu}_e} + E_Y.$$  \hspace{1cm} (5.21)

The resulting density of states is then the product of the independent densities of final states of the electron and the neutrino and becomes

$$\frac{dn}{dE}(e^-, \bar{\nu}_e) = \frac{V^2}{(2\pi \hbar)^6} \frac{d}{dE} \int p_{e^-}^2 d\Omega_{e^-} p_{\bar{\nu}_e}^2 d\Omega_{\bar{\nu}_e}.$$  \hspace{1cm} (5.22)

The differentiation $d/dE$ indicates how the integral changes under a variation of the total decay energy $E$. In order to evaluate the density

$$\frac{dn}{dE}(e^-, \bar{\nu}_e),$$

we need to specify the specific process we are interested in. If we evaluate the density of states for electrons emitted with an energy between $E_{e^-}$ and $E_{e^-} + dE_{e^-}$ (independent of neutrino variable), $E_{\bar{\nu}_e}$ and consequently $p_{e^-}$ are kept constant and the variation does not affect the electron observables. One obtains

$$\frac{dn}{dE}(e^-, \bar{\nu}_e) = \frac{V^2 d\Omega_{e^-} d\Omega_{\bar{\nu}_e}}{(2\pi \hbar)^6} p_{e^-}^2 d\Omega_{e^-} p_{\bar{\nu}_e}^2 d\Omega_{\bar{\nu}_e}. \hspace{1cm} (5.23)$$

Since we use $E = E_{e^-} + E_{\bar{\nu}_e} + E_Y$ and neglect the very small nuclear recoil energy, for constant $E_{e^-}$, we obtain

$$\frac{d}{dE} = \frac{d}{dE_{e^-}}.$$ 

Combining the above results, we obtain for the density of final states of an electron emitted with energy in the interval $E_{e^-}, E_{e^-} + dE_{e^-}$ and momentum in the interval $p_{e^-}, p_{e^-} + dp_{e^-}$ (integration is over the angles $d\Omega_{e^-}$ and $d\Omega_{\bar{\nu}_e}$)

$$\frac{dn}{dE}(e^-, \bar{\nu}_e) = \frac{V^2}{4\pi^4 \hbar^6 c^3} p_{e^-}^2 (E - E_{e^-})^2 \sqrt{1 - \frac{m_{\bar{\nu}_e}^2 c^4}{(E - E_{e^-})^2}} dp_{e^-}. \hspace{1cm} (5.24)$$

The above expression reduces to a much simpler form for $m_{\bar{\nu}_e} = 0$.

### 5.2.2.2 The beta spectrum shape

The partial decay probability, i.e. the probability of emitting an electron with energy in the interval $E_{e^-}, E_{e^-} + dE_{e^-}$ and momentum in the interval $p_{e^-}, p_{e^-} + dp_{e^-}$, is

$$\Lambda(p_{e^-}) dp_{e^-} = \frac{2\pi}{\hbar^2} |M_{ji}|^2 \frac{V^2}{4\pi^4 \hbar^6 c^3} p_{e^-}^2 (E - E_{e^-})^2 \sqrt{1 - \frac{m_{\bar{\nu}_e}^2 c^4}{(E - E_{e^-})^2}} dp_{e^-}. \hspace{1cm} (5.25)$$
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Figure 5.7. The energy and linear momenta \((E_e^-, \vec{p}_e^-), (E_{\nu_e}, \vec{p}_{\nu_e}) (E_\gamma, \vec{p}_\gamma)\) for the electron, antineutrino and recoiling nucleus in the \(\beta^-\)-decay of a nucleus.

The quantized volume of the normalized box will cancel in the electron and neutrino wavefunctions that appear in the matrix element \(|M_{fi}|^2\) since, in general,

\[
M_{fi} = \int \psi_D^*(\vec{r}_1, \vec{r}_2, \ldots, \vec{r}_A) \psi_e^*(\vec{r}_e^-, Z) \psi_{\nu_e}^*(\vec{r}_{\nu_e})
\times H_{int} \psi_F(\vec{r}_1, \vec{r}_2, \ldots, \vec{r}_A) d\vec{r}_1 d\vec{r}_2 \ldots d\vec{r}_A d\vec{r}_{e^-} d\vec{r}_{\nu_e}.
\tag{5.26}
\]

The neutrino wavefunction is written as

\[
\frac{1}{\sqrt{V}} \exp(i k_{\nu_e} \cdot \vec{r}_{\nu_e}).
\]

For the electron, a pure plane wave approximation is too crude and one has to take into account the distortion of the electron wavefunction caused by interaction with the electrostatic field of the nucleus. Quantitatively, the main effect is to alter the magnitude of the electron wave function at the origin such that

\[
|\psi_e^*(0, Z)|^2 \simeq \frac{1}{V} \frac{2\pi \eta}{1 - e^{-2\pi \eta}} \simeq \frac{1}{V} F(Z, p_{e^-}).
\tag{5.27}
\]

with

\[
\eta = \pm \frac{Ze^2}{4\pi \epsilon_0 \hbar v_{e^-}},
\]

and the positive (negative) sign is used for \(\beta^- (\beta^+)\)-decay, and \(v_{e^-}\) denotes the final velocity of the electron. The function \(F(Z, p_{e^-})\) is called the Fermi function and slightly distorts the beta spectrum shape, as shown in figure 5.8. For small \(\eta\) values (small \(Z\), large momentum \(p_{e^-}\)) the Fermi function approaches unity.

Combining all of the above contributions, the partial decay probability \(\Lambda(p_{e^-}) dp_{e^-}\) becomes (see figure 5.8 for a typical plot)

\[
\Lambda(p_{e^-}) dp_{e^-} = \frac{|M'_{fi}|^2}{2\pi^3 \hbar^2 c^3} F(Z_D, p_{e^-}) p_{e^-}^2 (E - E_{e^-})^2
\times \sqrt{1 - \frac{m_{\nu_e}^2 c^4}{(E - E_{e^-})^2}} dp_{e^-}.
\tag{5.28}
\]
In the expression (5.28), the matrix element $M'_{fi}$ indicates that the precise structures of the electron and antineutrino wavefunction (i.e., normalization and Coulomb distortion) have been taken into account.

As an exercise, one can transform the expression $\Lambda(p_{e^-})dp_{e^-}$ to a differential in the electron energy $\Lambda(E_{e^-})dE_{e^-}$.

The expression (5.28) vanishes for $p_{e^-} = 0$ and $p_{e^-} = p_{\text{max}}$, corresponding to a decay in which the electron carries all the energy, i.e., $E_{e^-} = E$. In figure 5.9, we show the momentum and kinetic energy ($E_{e^-} = T_e + m_0c^2$) spectra for electrons and positrons emitted in the decay of $^{64}$Cu (Evans 1955).

\[ N(\vec{p}) \]
\[ p_{\text{max}} = 2.967 \text{ MeV/c} \]

\[ N(T_e) \]
\[ (T_e)_{\text{max}} = Q \]

**Figure 5.8.** Electron energy and momentum distributions in beta-decay. These distributions are for a decay with $Q_B=2.5$ MeV. (Taken from Krane, *Introductory Nuclear Physics* © 1987 John Wiley & Sons. Reprinted by permission.)

It is interesting to study the influence of the neutrino mass $m_{\nu_e}$ on the beta spectrum shape. Therefore, we slightly change the representation of the electron decay into what is called a Fermi–Kurie plot. If the matrix element $|M'_{fi}|^2$ is totally independent of $p_{e^-}$ and for vanishing neutrino mass $m_{\nu_e}$, the quantity on the left-hand side of the expression

\[ \sqrt{\frac{\Lambda(p_{e^-})}{p_{e^-}^2 F(Z_0, p_{e^-})}} \propto (E - E_{e^-})|M'_{fi}|, \]  

(5.29)

should vary linearly with the total (or kinetic) electron energy.

The intercept with the energy (or momentum) axis is a convenient way to determine the decay endpoint energy (and so the $Q$-value). This procedure, in principle, applies to allowed transitions (see section 5.3). Forbidden transitions imply an extra $p_{e^-} (E_{e^-})$ dependence in the matrix element $M'_{fi}$ that has to be taken into account. In figure 5.10,
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Figure 5.9. Momentum and kinetic energy distributions of electrons and positrons emitted in the decay of \(^{64}\text{Cu}\). A comparison with figure 5.8 illustrates the differences that arise from the Coulomb interactions within the daughter nucleus for electron and positron decay. (Taken from Evans 1955 *The Atomic Nucleus* © 1955 McGraw-Hill. Reprinted with permission.)

the Fermi–Kurie plot for a \(0^+ \rightarrow 0^+\) allowed transition in the decay of \(^{66}\text{Ga}\) is presented.

If the neutrino mass is assumed to be small but non-zero, interesting deviations from a straight line appear as exemplified for tritium \(\beta^-\)-decay with \(m_{\nu_e} = 0\) and \(m_{\nu_e} = 30\) eV. A vertical asymptotical limit appears now at the maximum electron energy for \(m_{\nu_e} = 3\) eV as illustrated in figure 5.11. The analytical study of the Fermi–Kurie plot can be carried out by using equation (5.29), which contains small, but specific corrections implied by a neutrino mass.

5.2.2.3 Total half-life in beta-decay

The total decay probability and thus the half-life \(T(\beta^-)\) can be derived by integrating over all possible momenta \(p_{\text{e}^-}\) (or all possible \(E_{\text{e}^-}\)) arising from \(\beta^-\)-decay. We use \(m_{\nu_e}=0\) and so

\[
\lambda_{\beta^-} = \int_0^{p_{\text{e}^-}(\text{max})} \frac{|M'_{fi}|^2}{2\pi^3h^7c^3} F(Z_D, E_{\text{e}^-}) p_{\text{e}^-}^2 (E - E_{\text{e}^-})^2 \, dp_{\text{e}^-}.
\]  

(5.30)

We evaluate the integral by transforming the momentum \((p_{\text{e}^-})\) and energy \((E_{\text{e}^-})\) into reduced variables, i.e. \(\eta = p_{\text{e}^-}/m_0c; w = E_{\text{e}^-}/m_0c^2 = T_e / m_0c^2 + 1\). The relativistic energy–mass relation then becomes

\[
w^2 = \eta^2 + 1.
\]
Figure 5.10. Fermi–Kurie plot (see equation (5.29)) for the allowed $0^+ \rightarrow 0^+$ beta-decay in $^{66}$Ga. The horizontal axis gives the relativistic total energy $E_c = T_c + m_0c^2$ in units of $m_0c^2$ (called $w$). The deviations, for small energies, from a straight line arise from low-energy electron scattering within the radioactive source (from Camp and Langer 1963).

Figure 5.11. Illustration of the Fermi–Kurie plot for $^3$H beta-decay to $^3$He, in the hypothetical case of decay with a non-vanishing neutrino mass of $m_\nu c^2 = 30$ eV and the zero-mass situation $m_\nu c^2 = 0$ eV.

and

$$w d\omega = \eta d\eta.$$ 

Thus, the transition probability becomes

$$\lambda_{\beta} = \frac{m_0^5 c^4}{2\pi^2 \hbar^4} \int_1^{w_0} F \left( Z_D, \sqrt{w^2 - 1} \right) |M_{fi}|^2 \sqrt{w^2 - 1} (w_0 - w)^2 w dw. \quad (5.31)$$
where \( w_0 \) is the reduced, maximum electron energy. If we take out the strength \( g \) of the weak interaction, a reduced matrix element \( \tilde{M}_l' \), remains. The integral has to be evaluated, in general, numerically and is called the \( f \)-function, which still has a dependence on \( Z_D \) and \( w_0 \) (or \( E \))

\[
f(Z_D, w_0) = \int_1^{w_0} F \left( Z_D, \sqrt{w^2 - 1} \right) \sqrt{w^2 - 1(w_0 - w)^2} w \, dw.
\] (5.32)

Finally, this leads to the expression for the half-life

\[
fT = 0.693 \frac{2\pi^3 \hbar^2}{g^2 m_0^5 c^4 \left| \tilde{M}_l' \right|^2}.
\] (5.33)

Before discussing this very interesting result we first point out that the \( f \)-function can be very well approximated for low \( Z_D \) and large beta-decay end-point energies \( w_0 \) \((w_0 \gg 1\)) by the expression \( f(Z_D, w_0) \sim w_0^5/5 \). In figure 5.12 we show the quantity \( f(Z_D, w_0) \) for both electrons and positrons.

\[\text{Figure 5.12. The quantity } \log_{10} f(Z_D, w_0) \text{ as a function of atomic number and total energy } w_0 \text{ for (a) electrons and (b) positrons. (Taken from Feenberg and Trigg 1950.)}\]

From the expression for the \( fT \) value, it is possible to determine the strength \( g \) of the beta-decay process, if we know how to determine the reduced matrix element \( \tilde{M}_l' \) in a given beta-decay and the half-life. As we discuss in section 5.3; superallowed \( 0^+ \rightarrow 0^+ \) transitions have \( \tilde{M}_l' = \sqrt{2} \) and so the \( fT \) values should all be identical. Within experimental error, these values are indeed almost identical (Table 5.3 and figure 5.13) and the \( \beta^- \)-decay strength constant is

\[g = 0.88 \times 10^{-4} \text{ MeV.fm}^3.\]

We can make this coupling strength more comparable to other fundamental constants by expressing it into a dimensionless form. Using the simplest form of a combination of
Figure 5.13. Superallowed $fT$ values for the various decays. The $fT$ average of $3088.6 \pm 2.1$ s is also indicated (taken from Raman et al 1975).

the fundamental constants $m, h, c$ we have

$$G = \frac{g}{m^i h^j c^k},$$

(5.34)

which becomes dimensionless, when $i = -2, j = 3, k = -1$. Thus, the derived strength is

$$G = g \cdot \frac{m^2 c}{h} = 1.026 \times 10^{-5}.$$  

For comparison, the constants describing the pion–nucleon interaction in the strong interaction, the electromagnetic coupling strength ($e^2/hc$) and the gravitational force strength can be ranked, in decreasing order

<table>
<thead>
<tr>
<th>Strength Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pion–nucleon (strong force) strength</td>
<td>1</td>
</tr>
<tr>
<td>Electromagnetic strength</td>
<td>$\frac{1}{137}$</td>
</tr>
<tr>
<td>Weak (beta-decay) coupling strength</td>
<td>$10^{-5}$</td>
</tr>
<tr>
<td>Gravitational coupling strength</td>
<td>$10^{-39}$</td>
</tr>
</tbody>
</table>

The adjective 'weak' here means weak relative to the strong and electromagnetic interactions (see the introductory chapter). The theory of beta-decay, in the above discussion is mainly due to Fermi, and has been considered in order to derive the beta spectrum shape and total half-life. In the next section, we shall discuss the implications of the matrix element $\tilde{M}_{ji}$ and the way that this leads to a set of selection rules to describe the beta-decay process.
Table 5.3. $fT$ values for superallowed $0^+ \to 0^+$ transitions. (Taken from Krane, *Introductory Nuclear Physics* © 1987 John Wiley & Sons. Reprinted by permission.)

<table>
<thead>
<tr>
<th>Decay</th>
<th>$fT$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{10}\text{C} \to ^{10}\text{B}$</td>
<td>$3100 \pm 31$</td>
</tr>
<tr>
<td>$^{14}\text{O} \to ^{14}\text{N}$</td>
<td>$3092 \pm 4$</td>
</tr>
<tr>
<td>$^{18}\text{Ne} \to ^{18}\text{F}$</td>
<td>$3084 \pm 76$</td>
</tr>
<tr>
<td>$^{22}\text{Mg} \to ^{22}\text{Na}$</td>
<td>$3014 \pm 78$</td>
</tr>
<tr>
<td>$^{26}\text{Al} \to ^{26}\text{Mg}$</td>
<td>$3081 \pm 4$</td>
</tr>
<tr>
<td>$^{26}\text{Si} \to ^{26}\text{Al}$</td>
<td>$3052 \pm 51$</td>
</tr>
<tr>
<td>$^{30}\text{S} \to ^{30}\text{P}$</td>
<td>$3120 \pm 82$</td>
</tr>
<tr>
<td>$^{34}\text{Cl} \to ^{34}\text{S}$</td>
<td>$3087 \pm 9$</td>
</tr>
<tr>
<td>$^{34}\text{Ar} \to ^{34}\text{Cl}$</td>
<td>$3101 \pm 20$</td>
</tr>
<tr>
<td>$^{38}\text{K} \to ^{38}\text{Ar}$</td>
<td>$3102 \pm 8$</td>
</tr>
<tr>
<td>$^{38}\text{Ca} \to ^{38}\text{K}$</td>
<td>$3145 \pm 138$</td>
</tr>
<tr>
<td>$^{42}\text{Sc} \to ^{42}\text{Ca}$</td>
<td>$3091 \pm 7$</td>
</tr>
<tr>
<td>$^{42}\text{Ti} \to ^{42}\text{Si}$</td>
<td>$3275 \pm 1039$</td>
</tr>
<tr>
<td>$^{46}\text{V} \to ^{46}\text{Ti}$</td>
<td>$3082 \pm 13$</td>
</tr>
<tr>
<td>$^{46}\text{Cr} \to ^{46}\text{V}$</td>
<td>$2834 \pm 657$</td>
</tr>
<tr>
<td>$^{50}\text{Mn} \to ^{50}\text{Cr}$</td>
<td>$3086 \pm 8$</td>
</tr>
<tr>
<td>$^{54}\text{Co} \to ^{54}\text{Fe}$</td>
<td>$3091 \pm 5$</td>
</tr>
<tr>
<td>$^{62}\text{Ga} \to ^{62}\text{Zn}$</td>
<td>$2549 \pm 1280$</td>
</tr>
</tbody>
</table>

5.3 Classification in beta-decay

5.3.1 The weak interaction: a spinless non-relativistic model

We have obtained a simple expression relating the $fT$ value to the nuclear matrix element. Substituting the values of the constants $\hbar, g, m_0, c$, we obtain the result

$$fT \cong \frac{6000}{|\tilde{M}_{ji}|^2}.$$  \hspace{1cm} (5.35)

From a study of the matrix element $\tilde{M}_{ji}$, we can obtain a better insight in the 'reduced' half-life for the beta-decay process, and at the same time a classification of various decay selection rules.

Depicting the nucleus (see figure 5.14) with its $A$ nucleons at the coordinates $(\vec{r}_1, \vec{r}_2, \ldots, \vec{r}_A)$, the $\beta^-$-decay transforms a specific neutron into a proton accompanied by the emission of an electron and an antineutrino. We assume a system of non-relativistic spinless nucleons (zeroth-order approximation) and a point interaction represented by the Hamiltonian

$$H_{\text{int}} = g \delta(\vec{r}_n - \vec{r}_p) \delta(\vec{r}_n - \vec{r}_e^-) \delta(\vec{r}_n - \vec{r}_\nu) \left( \hat{O}(n \to p) \right).$$  \hspace{1cm} (5.36)

where the operator $\hat{O}(n \to p)$ changes a neutron into a proton. The initial, nuclear wavefunction for the nucleus $A_ZX_N$ can be depicted as $\psi_F(\vec{r}_{p,1}, \vec{r}_{p,2}, \ldots, \vec{r}_{p,Z}; \vec{r}_{n,1}, \ldots, \vec{r}_{n,N})$.
and that of the daughter by $\psi_D(\vec{r}_{p,1}, \vec{r}_{p,2}, \ldots, \vec{r}_{p,Z}, \vec{r}_{p,Z+1}; \vec{r}_{n,2}, \ldots, \vec{r}_{n,N})$.

Thus, we consider a process in which the neutron with coordinate $\vec{r}_{n,1}$ is transformed into a proton with coordinate $\vec{r}_{p,Z+1}$. The reduced matrix element (taking out the Coulomb factor from the electron wave function) becomes

$$M'_{j,i} = \int \psi_D^*(\vec{r}_{p,1}, \ldots, \vec{r}_{p,Z+1}; \vec{r}_{n,2}, \ldots, \vec{r}_{n,N}) \psi_{e^-}^*(\vec{r}_{e^-}) \psi_{\nu_e}^*(\vec{r}_{\nu_e}) \langle H_{\text{int}} \rangle \psi_{p}(\vec{r}_{p,1}, \ldots, \vec{r}_{p,Z}; \vec{r}_{n,1}, \ldots, \vec{r}_{n,N}) \, d\vec{r}_{e^-} \, d\vec{r}_{\nu_e} \, d\vec{r}_{i}. \quad (5.37)$$

The integration is over all nucleonic coordinates and is denoted by $d\vec{r}_i$. The coordinates of the $A-1$ other nucleons remain unchanged, and using a simple single-particle product nuclear wavefunction, orthogonality simplifies the final expression very much. This
means we use $A$-nucleon wavefunctions like
\[
\psi_{\rho}(\vec{r}_i) = \prod_{i=1}^{Z} \varphi_{\rho}(\vec{r}_{\rho,i}) \prod_{j=1}^{N} \varphi_{\rho}(\vec{r}_{n,j})
\]
\[
\psi_{\rho}(\vec{r}_i) = \prod_{i=1}^{Z} \varphi_{\rho}(\vec{r}_{\rho,i}) \prod_{j=1}^{N} \varphi_{\rho}(\vec{r}_{n,j})
\]
and the above matrix element, reduces to the form
\[
M'_{f_1} = g \int \varphi_{\rho}^*(\vec{r}_p) \psi_{\rho}^*(\vec{r}_e) \psi_{\nu_e}^*(\vec{r}) \hat{O}(n \to p) \varphi_{\rho}(\vec{r}_n) d\vec{r}.
\]
with the subscript $\varphi(\vec{r})_\rho (\rho \equiv n, p)$ indicating a neutron or a proton.
Considering plane waves to describe the outgoing electron and antineutrino, then
\[
M'_{f_1} = g \int \varphi_{\rho}^*(\vec{r}_p) e^{i(k_{e^-} + k_{\nu_e}) \cdot \vec{r}} \hat{O}(n \to p) \varphi_{\rho}(\vec{r}_n) d\vec{r}.
\]
In most low-energy beta-decay processes, the electron and antineutrino wavelengths are small compared to the typical nuclear radius, i.e. $R/\lambda_e$ and $R/\lambda_{\nu_e} \ll 1$ and a series expansion can be performed, generating a series of possible contributions
\[
M'_{f_1} = g \left[ \int \varphi_{\rho}^*(\vec{r}_p) \hat{O}(n \to p) \varphi_{\rho}(\vec{r}_n) d\vec{r} + i \left( \vec{k}_{e^-} + \vec{k}_{\nu_e} \right) \cdot \int \varphi_{\rho}^*(\vec{r}_p) \hat{O}(n \to p) \varphi_{\rho}(\vec{r}_n) d\vec{r} + \ldots \right].
\]
The first term means that a neutron is transformed into a proton and the integral just measures the overlap between both nuclear, single-particle wavefunctions. This term is only present if the parities of both the parent and daughter single-particle wavefunctions are identical. For the second term, because of the $\hat{r}$ factor, the wavefunctions must have opposite parity, etc. Thus, a parity selection rule appears.
Angular momentum selection can also be deduced from the structure of $M'_{f_1}$, using the expansion of a plane wave into spherical harmonics, i.e.
\[
e^{i(\vec{k}_{e^-} + \vec{k}_{\nu_e}) \cdot \vec{r}} = \sum_{L,M} (4\pi)^{1/2} j_L(kr) Y_L^M \left( \vec{k}_{e^-} + \vec{k}_{\nu_e} \right) \cdot Y_L^{M*}(\vec{r}).
\]
where $k \equiv |\vec{k}_{e^-} + \vec{k}_{\nu_e}|$ and $\vec{r} \equiv (\theta_r, \varphi_r)$, denote the angular variables. This gives rise to particular matrix elements of the type
\[
\int \varphi_{\rho}^*(\vec{r}_p) \hat{O}(n \to p) Y_L^{M*}(\vec{r}) \varphi_{\rho}(\vec{r}_n) j_L(kr) d\vec{r}.
\]
The wavefunctions describing the single-particle motion in an average potential for both the parent (P) and daughter (D) nucleus separate into a radial and an angular part (neglecting the spin part, at present) as
\[
\varphi_{\rho}(\vec{r}) = R_{\rho}(r) Y_{L_0}^{M_0}(\vec{r}) \quad \varphi_{\rho}(\vec{r}) = R_{\rho}(r) Y_{L_0}^{M_0}(\vec{r}).
\]
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This reduces the particular $L$-matrix element into a product of a pure radial and an angular part, i.e.

$$
\int Y_{L_0}^{M_0}(\hat{r}) Y_L^{M_L}(\hat{r}) \Psi_{L_p}^{M_p}(\hat{r}) \, d\Omega \cdot \int R_D(r) j_L(kr) R_P(r) r^2 \, dr.
$$

(5.45)

The first part, using the Wigner–Eckart theorem (Heyde 1991) then immediately leads to angular momentum addition, such that $\tilde{L}_p = \tilde{L}_D + \tilde{L}$, where $\tilde{L}$ denotes the angular momentum carried by the $(e^-, \bar{\nu}_e)$ pair away from the nucleus.

Combining all the above results, one finally obtains

$$
|\tilde{M}_{fi}|^2 = \sum_L |\tilde{M}_L^L|^2.
$$

(5.46)

For a given initial state $L_P, \pi_P$ and final state $L_D, \pi_D$, the selection rules, are to get a particular $L$-component contributing to the beta-decay process

$$
\pi_P = \pi_D(-1)^L \quad \tilde{L}_P = \tilde{L}_D + \tilde{L}.
$$

(5.47)

The relative values of the various $L$-terms, however, diminish very fast with increasing $L$ because of the presence of the spherical Bessel function in the radial integral. A simple, more intuitive, argument indicates that each higher term reduces by a factor $(R/\lambda_e$(max))$^2$, the transition probability.

This indicates that for parity and angular momentum conservation, only the lowest $L$ multipoles ($L = 0, 1$) will contribute in a significant way, except when a large difference occurs between the spins of initial and final states.

### 5.3.2 Introducing intrinsic spin

Nucleons, as well as the emitted electron and antineutrino, are fermions, so the spin degree of freedom has to be taken into account too. This means that in the weak-interaction operator, a term that can induce changes in the intrinsic spin orientation between the neutron and proton should be present. Moreover, the wavefunctions now become two-component (spin-up and spin-down) spinors.

In the matrix element $\tilde{M}_{fi}$, terms like

$$
\tilde{M}_{fi} = \int \sum \Psi_{D}^{*} \hat{\sigma} \Psi_{P} \Psi_{e}^{*} \hat{\sigma} \Psi_{\bar{\nu}_{e}} \, d\tilde{r}.
$$

(5.48)

occur. Here $\int \sum$ means integrating over the nuclear coordinates and summing over the possible intrinsic spin orientations. The corresponding selection rules becomes

$$
\tilde{J}_P = \tilde{J}_D + \tilde{J}_{\beta} \quad (\tilde{J}_{\beta} = \tilde{L}_{\beta} + \tilde{S}_{\beta}) \quad \pi_P = \pi_D(-1)^{L_P},
$$

(5.49)

where $L_{\beta}(S_{\beta})$ means, the angular momentum carried away by orbital (intrinsic) spin. Here $\tilde{S}_{\beta} = 0, 1$ and the total matrix element can be obtained as a sum

$$
|\tilde{M}_{fi}|^2 = \sum_{L_{\beta} S_{\beta}} \left|\tilde{M}_{fi}^{L_{\beta} S_{\beta}}\right|^2.
$$

(5.50)
where, again, angular momentum and parity selection as well as the rapid decrease in importance of the various terms in the sum as $L_\beta$ increases reduces the number of contributing terms.

In better, fully relativistic treatment, all wavefunctions become four-component spinors. Thereby the number of weak interaction terms appearing in the Hamiltonian greatly increases. In addition to the scalar (1) and spin ($\hat{\sigma}$) contributions, tensor and, also pseudoscalar and pseudovector terms can now contribute. Such terms give rise to parity violating contributions. A systematic development of relativistic beta-decay theory has to await a study of relativistic quantum mechanics.

### 5.3.3 Fermi and Gamow–Teller beta transitions

The strength of beta-decay differs for $S_\beta = 0$ or 1 processes. The first ones are called Fermi transitions, the latter Gamow–Teller and have strengths $g_F$ and $g_{GT}$, respectively. A transition where both Fermi and Gamow–Teller processes can contribute is described by, in lowest order, the matrix element

$$\left|\tilde{M}_{ji}'\right|^2 = \left|\tilde{M}_{ji}'(F)\right|^2 + \frac{\left|\tilde{M}_{ji}'(GT)\right|^2}{g_F^2 + g_{GT}^2}.$$  \hspace{1cm} (5.51)

The best determination of the coupling strengths leads to a value of $g_{GT}/g_F = -1.259 \pm 0.004$.

The large dependence of the $fT$ value on the matrix element $\left|\tilde{M}_{ji}'\right|^2$, leads to the grouping of the various known beta-decay transition rates in terms of their log $fT$ values.

For a pure Fermi transition ($S_\beta = 0, L_\beta = 0$), i.e. with the angular momentum restriction $\Delta J = 0$ and no change of parity, $\left|\tilde{M}_{ji}'(F)\right|^2 = 1$. For a pure Gamow–Teller transition ($S_\beta = 1, L_\beta = 0$), i.e. with angular momentum change $\Delta J = 1$ and no change of parity, $\left|\tilde{M}_{ji}'(GT)\right|^2 = 3$. The latter result is obtained by summing over all possible spin $\frac{1}{2}$ orientations, using the spin $\frac{1}{2}$ eigenvectors (spinors), i.e.

$$\sum_{\mu, m_j} \left|\left\langle \chi_{1/2}^m | \hat{\sigma}_\mu | \chi_{1/2}^m \right\rangle\right|^2 = 3.$$  \hspace{1cm} (5.52)

The $0^+ \rightarrow 0^+$ transitions are uniquely allowed Fermi and are ideally suited to determine $g_F = g$, the weak-coupling strength because of the relation between measured $T$ values and the pure Fermi matrix element. Examples are given in table 5.3.

A well-known, typical case is the $^8\text{O}_6 \rightarrow ^7\text{N}_7 + e^+ + \nu_e$ decay, to the $0^+$ excited state in $^{14}\text{N}$ at 2.311 MeV. The particular shell-model structure describing the $0^+$ states in both nuclei is known, two protons outside an inert $^{12}\text{C}_6$ core can contribute to the decay process, we obtain the result

$$\left|\tilde{M}_{fi}'(F; 0^+ \rightarrow 0^+)\right|^2 = 2.$$  

### 5.3.4 Forbidden transitions

Allowed Fermi and Gamow–Teller transitions have a maximum spin change of one unit and no change in parity of the wavefunction.
Transitions in which parity changes occur and which have bigger spin changes have been observed. Such transitions are called forbidden because of the large reduction in transition probability compared to allowed cases. This comes from the $j_L(kr)$ dependence for an $L$-forbidden transition. For small values of the argument $kr$, which is usually the case in low-energy beta transitions

$$j_L(kr) \propto \frac{(kr)^L}{(2L + 1)}!.$$  

(5.53)

So, for an $E = 1$ MeV transition in a nucleus with radius $R = 5$ fm, the reduction in transition probability is $\approx 10^4$. One then speaks of first ($L_\beta = 1$), second ($L_\beta = 2$), ... $L_\beta$ forbidden beta transitions with the log $fT$ value increasing by about 4 units in each step. Typical log $fT$ values are given in table 5.4 and a more extensive distribution of log $fT$ values is shown in figure 5.15.

Table 5.5 contains a summary of how to classify the various beta-decay processes.

![Figure 5.15. Systematics of experimental log fT values.](Taken from Meyerhof 1967 Elements of Nuclear Physics © 1967 McGraw-Hill. Reprinted with permission.)

### 5.3.5 Electron-capture processes

If the energy difference between parent and daughter nuclei is less than $2m_0c^2$, then rather than $\beta^+$-decay, electrons from the atomic bound states (K, L, M, ...) can be captured by a proton in the nucleus and a neutron is formed and neutrino emitted. The $Q$-value, neglecting small electron binding energy differences, is

$$Q_{EC} = M_pc^2 - M_{Dc}^*c^2$$

$$= M_pc^2 - (M_{Dc}^2 + B_n).$$  

(5.54)
5.3 CLASSIFICATION IN BETA-DECAY

Table 5.4.

<table>
<thead>
<tr>
<th>Transition type</th>
<th>( \log f T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superallowed</td>
<td>2.9–3.7</td>
</tr>
<tr>
<td>Allowed</td>
<td>4.4–6.0</td>
</tr>
<tr>
<td>First forbidden</td>
<td>6–10</td>
</tr>
<tr>
<td>Second forbidden</td>
<td>10–13</td>
</tr>
<tr>
<td>Third forbidden</td>
<td>( \geq 15 )</td>
</tr>
</tbody>
</table>

Table 5.5.

Classification in \( \beta \)-decay

\[
\tilde{J}_p = \tilde{J}_D + \tilde{L}_\beta + \tilde{S}_\beta
\]
\[
\pi_p = \pi_D (-1)^{L_p}
\]

 Allowed transitions \( \tilde{L}_\beta = 0 \)

 1st forbidden transitions \( \tilde{L}_\beta = \tilde{1} \)

 2nd forbidden transitions \( \tilde{L}_\beta = 2 \)

 Fermi transitions \( \tilde{S}_\beta = 0 \)

 Gamow–Teller transitions \( \tilde{S}_\beta = \tilde{1} \)

I. Allowed transitions (\( \tilde{L}_\beta = 0, \pi_p = \pi_D \))

Fermi-type (\( \tilde{S}_\beta = \tilde{0} \))

\[
\tilde{J}_p = \tilde{J}_D
\]

\(|\Delta J| = 0\)

0\(^-\) \(\rightarrow\) 0\(^-\): superallowed

Gamow–Teller type (\( \tilde{S}_\beta = \tilde{1} \))

\[
\tilde{J}_p = \tilde{J}_D + \tilde{1}
\]

\(|\Delta J| = 0, 1\)

0\(^-\) \(\rightarrow\) 0\(^-\): unique Gamow–Teller

II. 1st forbidden transitions (\( \tilde{L}_\beta = \tilde{1}, \pi_p = -\pi_D \))

Fermi-type (\( \tilde{S}_\beta = \tilde{0} \))

\[
\tilde{J}_p = \tilde{J}_D + \tilde{1}
\]

\(|\Delta J| = 0, 1\)

no 0\(^-\) \(\rightarrow\) 0\(^+\)

3 types

(i) \(|\Delta J| = 0\)

(ii) \(|\Delta J| = 0, 1\):

(iii) \(|\Delta J| = 0, 1, 2\):

no 0\(^+\) \(\rightarrow\) 0\(^+\)

no 1\(^+\) \(\rightarrow\) 0\(^+\)

no \(\frac{1}{2}\)^+ \(\rightarrow\) \(\frac{1}{2}\)^+

Electron capture leads to a vacancy being created in one of the strongest bound atomic states, and secondary processes will be observed such as the emission of X-rays and Auger electrons. Auger electrons are electrons emitted from one of the outer electron
shells, and take away some of the remaining energy. The process could be compared with internal conversion of X-rays (see Chapter 6). Whenever L-Auger electrons are emitted through K X-ray interval conversion, the L-electron kinetic energy will be given by

\[ T_{e^-} = h \nu_K - B_L = B_K - 2B_L. \]  

The electron capture decay constant \( \lambda_{EC} \) can be evaluated in a straightforward way by determining both the phase space factor, i.e. the level density for the final states \( dn/dE \), and the transition matrix element \( M_{fi} \). Since in electron capture a single particle (the neutrino) is emitted, the density of final states becomes

\[ \frac{dn_{\nu_e}}{dE} = \frac{2\pi^2}{3} \frac{V \cdot p_{\nu_e}^2}{2\pi^2 h^3} \frac{dp_{\nu_e}}{dE}, \]  

with \( p_{\nu_e} \) the neutrino momentum. Neglecting the small recoil energy and taking the neutrino with zero mass \( m_{\nu_e} = 0 \); one derives easily that \( dp_{\nu_e}/dE = 1/c \) and that \( p_{\nu_e}^2 = E_{\nu_e}^2/c^2 \). So, one obtains

\[ \frac{dn_{\nu_e}}{dE} = \frac{V \cdot E_{\nu_e}^2}{2\pi^2 c^3 h^3}. \]  

The transition matrix element \( M_{fi} \), in a single-particle evaluation as was outlined in section 5.3.1, is

\[ M_{fi} = g \int \psi_{i}^*(0) \psi_{e^-}(0) \psi_n^*(\vec{r}) \psi_\nu(\vec{r}) d^3\vec{r}. \]  

Capture is most likely for a 1s-state electron since the K-electron wavefunction at the origin is maximal and is given by

\[ \psi_{e^-}(0) = \frac{1}{\sqrt{\pi}} \left( \frac{Zm_0e^2}{4\pi \epsilon_0h^2} \right)^{3/2}. \]  

Combining the results obtained above, the K-electron capture transition probability is

\[ \lambda_{EC} = \frac{E_{\nu_e}^2}{\pi^2 c^3 h^4} \cdot g^2 |\vec{M}'_{fi}|^2 \left( \frac{Zm_0c^2}{4\pi \epsilon_0h^2} \right)^3. \]  

and has a quadratic dependence on the total neutrino energy \( E_{\nu_e} \).

### 5.4 The neutrino in beta-decay

The neutrino is one of the most pervasive forms of matter in the universe, yet is also one of the most elusive. We have seen that it has no electric charge, little or no mass and behaves like a fermion with intrinsic spin \( \hbar/2 \). The neutrino was suggested by Pauli to solve a number of problems related to standard beta-decay processes. In this section we concentrate on a number of properties related to the neutrino (namely interaction with matter, neutrino mass, double beta-decay and different types of neutrinos).
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5.4.1 Inverse beta processes

Shortly after the publication of the Fermi theory of beta decay, Bethe and Peierls pointed out the possibility of inverse beta-decay. Here, the nucleus captures a neutrino or antineutrino and ejects an electron or positron. These processes can be depicted as

\[
\frac{\Lambda}{2} X_N + \nu_e \rightarrow \frac{\Lambda}{2+1} Y_{N-1} + e^- \\
\frac{\Lambda}{2} X_N + \bar{\nu}_e \rightarrow \frac{\Lambda}{2-1} Y_{N+1} + e^+.
\] (5.61)

The cross-sections for such inverse processes are expected to be extremely small because of the characteristic weakness of the beta interaction.

The first process we consider is the inverse of the neutron decay, i.e.

\[\bar{\nu}_e + p \rightarrow n + e^+ . \] (5.62)

As written, such a process satisfies the conservation of leptons (see later) in contrast to a process we shall discuss later, i.e.

\[\nu_e + p \rightarrow n + e^+ . \]

The transition probability for the inverse reaction is given by

\[\lambda = \frac{2\pi}{\hbar} |M_{fi}|^2 \frac{dn}{dE} . \] (5.63)

and the cross-section is defined as the transition probability divided by the flux of incoming neutrinos. So, we obtain

\[\sigma_\epsilon = \frac{\lambda}{c} V = \frac{2\pi V}{\hbar c} |M_{fi}|^2 \frac{dn}{dE} . \] (5.64)

The essential difference resides within the density of final states of the emitted positrons. Neglecting recoil but treating the positron as a relativistic particle, we obtain

\[
\frac{dn_{e^+}}{dE} = \frac{p_{e^-}^2}{2\pi^2\hbar^3} V \frac{dp_{e^-}}{dE} \\
= \frac{p_{e^-}^2}{2\pi^2\hbar^3 c^2} V E_{e^-} \\
= \frac{m_0^2 c V}{2\pi^2\hbar^3} w \sqrt{w^2 - 1} , \] (5.65)

where we have used the reduced energy \(w = E/m_0 c^2\). The nuclear matrix element corresponds to that in the neutron beta-decay, a transition in which both the Fermi and Gamow–Teller contribution arise

\[|\tilde{M}'_{fi}|^2 = |\tilde{M}'_{fi}(F)|^2 + \frac{g_{GT}^2}{g_F^2} |\tilde{M}'_{fi}(GT)|^2 . \] (5.66)
We obtain the cross-section

\[
\sigma_v = \frac{G_F^2 m_0^2}{\pi \hbar^4} \left[ |\tilde{M}'_v(F)|^2 + \left( \frac{G_{\eta F}}{G_F} \right)^2 |\tilde{M}'_v(GT)|^2 \right] \sqrt{w^2 - 1} \\
= \left( \frac{\hbar}{m_0 c} \right)^2 G^2 \left[ |\tilde{M}'_v(F)|^2 + \left( \frac{G_{\eta F}}{G_F} \right)^2 |\tilde{M}'_v(GT)|^2 \right] \sqrt{w^2 - 1}. \tag{5.67}
\]

where the Fermi coupling constant \(G^2\) is expressed in terms of the dimensionless quantity \(G^2\). The above total cross-section is obtained by integrating over all angles between the positron and antineutrino. Using a value of the matrix element \(\approx 5\), and using the numerical value of \(G\), the calculated cross-sections (in units \(10^{-44} \text{cm}^2\)) are given in Table 5.6.

<table>
<thead>
<tr>
<th>(E_{\nu_e}/m_0c^2)</th>
<th>(E_{\nu_e}/m_0c^2)</th>
<th>(\sigma/10^{-44}\text{cm}^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.5</td>
<td>2.0</td>
<td>8</td>
</tr>
<tr>
<td>5.5</td>
<td>3.3</td>
<td>20</td>
</tr>
<tr>
<td>10.8</td>
<td>8.3</td>
<td>180</td>
</tr>
</tbody>
</table>

For the capture reaction, \(\tilde{\nu}_e + p \rightarrow n + e^+\), the threshold energy is \(E_{\tilde{\nu}_e} = 18 \text{ MeV}\). For \(E_{\tilde{\nu}_e} = 2.8 \text{ MeV}\) antineutrinos, one has positrons with an energy \(E_{e^+} = 1 \text{ MeV}\). A relation between cross-section and mean-free path is \(\ell = 1/n\sigma_v\), where \(n\) is the number of nuclei per cm\(^1\). For protons in water \(n \approx 3 \times 10^{22}\), giving a value of \(\ell \approx 3 \times 10^{20} \text{ cm}\) or \(\approx 300 \text{ light years}\).

The above reaction was studied by Cowan and Reines in 1958 and 1959, using a 1000 MW reactor as a source of antineutrinos. With a flux of \(\approx 10^{13}/\text{cm}^2\cdot\text{s}\) passing through a target of water containing \(\approx 10^{24}\) protons in which some CdCl\(_2\) was dissolved, reactions were observed. A positron produced in the capture reaction \(\tilde{\nu}_e + p \rightarrow n + e^+\) quickly annihilates with an electron within \(\approx 10^{-9}\) s producing two 511 keV gamma rays travelling in opposite directions. The recoiling neutron slows down through collisions with protons and is then captured in the Cd nuclei by the reaction \(\text{Cd}(n,\gamma)\text{Cd}^*\), producing gamma rays of total energy of \(\approx 8 \text{ MeV}\) (see figure 5.16 for the set-up). This neutron capture process takes about \(10^{-5}\) s, so a characteristic signature of two simultaneous 511 keV gamma-rays, followed by the neutron capture gamma rays, a few microseconds later indicates a capture reaction. The expected event rate is \(F \cdot N \cdot \sigma_v \cdot \epsilon\) where \(F\) is the \(\tilde{\nu}_e\) flux, \(N\) the number of protons, \(\sigma_v\) the capture cross-section and \(\epsilon\) the efficiency of the detector which was about \(\approx 3 \times 10^{-2}\). Substitution of these values gives an event rate of \(\approx 1\) per hour which was actually observed.

The equality of the neutrino and antineutrino could be tested by studying the inverse reaction of electron capture

\[^{17}\text{Ar} + e^- \rightarrow ^{37}\text{Cl} + \nu_e.\]
that is
\[ ^{37}\text{Cl} + \nu_e \rightarrow ^{37}\text{Ar} + e^- , \]
but, using antineutrinos. It should be noted that the neutrinos are emitted in the fission process where neutron rich nuclei lower their neutron number through the $\beta^-$-decay process $n \rightarrow p + e^- + \bar{\nu}_e$. The experiment of Davis (1955) gave a negative result pointing towards an experimental way of distinguishing between the neutrino and antineutrino. In section 5.4.2 we shall discuss yet another process allowing one to discriminate between neutrino and the antineutrino double beta-decay.

Even though the antineutrino capture of $^{37}\text{Cl}$ was a forbidden process, the reaction
\[ \nu_e + ^{37}\text{Cl} \rightarrow ^{37}\text{Ar} + e^- \quad (Q = -0.814 \text{ MeV}) \]
could be used to detect a neutrino flux. The $^{37}\text{Ar}$ formed is unstable and decays back to
$^{37}\text{Cl}$ with a half-life of $T=35$ days. This decay by electron capture produces an excited $^{37}\text{Cl}$ atom with a K-shell vacancy and subsequent emission of Auger electrons and X-rays.

This neutrino capture reaction has been used over the years in order to detect neutrinos emitted in nuclear, stellar reactions (our sun, stars, etc) such as

$$ ^7\text{Be} + p \rightarrow ^8\text{B} + \gamma $$

$$ ^8\text{B} \rightarrow ^8\text{Be}^+ + e^+ + \nu_e. \quad (14.04 \text{ MeV}) $$

which produce only a small number of neutrinos in the sun burning process but with enough energy to initiate the neutrino capture in $^{37}\text{Cl}$. Experiments were performed by Davis with the surprising result (see figure 5.17) that the observed flux of solar neutrinos is about one third of the predicted value. The calculated value clearly depends on models for the solar interior that are reconsidered to be sufficiently well understood. This problem has been known as the 'solar neutrino puzzle', the study of which is somewhat outside of the scope of the present discussion on beta-decay and would form a topic for more extended studies on neutrino physics.

![Figure 5.17](image)

**Figure 5.17.** Measurements of the solar-neutrino flux (given in solar-neutrino units (SNU), defined as one neutrino interaction per $10^{36}$ atoms per second) (full lines) gives an average value of $2.1 \pm 0.3$ SNU (lower broken line). Theoretical calculations since 1970 (vertical dashed lines) have a consistent predicted average flux of $7.9 \pm 2.6$ SNU (upper, horizontal dashed line). The important difference dramatically illustrates the solar neutrino problem (adapted from Bahcall 1990, *Scientific American* (May)).

### 5.4.2 Double beta-decay

Situations can occur near the bottom part of the mass valley (see Chapter 7) where a given nucleus $^A_Z X_N$ has an adjacent nucleus $^{A+1}_{Z+1} Y_{N-1}$, with higher mass while the nucleus $^{A+2}_{Z+2} Y'_{N-2}$ has a lower mass corresponding to an energy difference $\Delta E$ (see figure 5.18).
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![Diagram of beta-decay process]

Figure 5.18. Simplified level energies is a double beta-decay process from a nucleus $A Z X_N$ to the nucleus $A Z + 2 Y_{N-2}$ which proceeds via the intermediate states in the nucleus $Z + 1$ (see text).

This means that the direct transition $Z X \rightarrow Z + 2 Y'$ is forbidden since the beta-decay transition operator only changes a neutron into a proton via a one-body operator. Decay possibilities do exist as a second-order decay process, indicating that the intermediate states $|n\rangle$ are virtual states and also that energy conservation is not satisfied in these contributions, whose amplitudes sum to give a total matrix element.

One then obtains

$$\langle f | H_{\text{int}} | i \rangle = \sum_n \frac{\langle f | H_{\text{int}} | n \rangle \langle n | H_{\text{int}} | i \rangle}{E_f - E_n},$$  \hspace{1cm} (5.68)

and a simple estimate for the double-beta-decay process is given by the square of the standard beta-decay matrix element. In the detailed calculations, the individual matrix elements need to be evaluated and weighted with the energy denominator but this study is also outside the scope of the present discussion.

Double-beta-decay thus is a second-order process (see figure 5.19(a)).

$$\frac{A}{2} Z X_N \rightarrow \frac{A}{2} Z + 2 Y'_{N-2} + e^- + e^- + \bar{\nu}_e + \bar{\nu}_e,$$

with the emission of two electrons and two antineutrinos. A typical example is the pair $^{48}\text{Ca}$ and $^{48}\text{Ti}$. Other cases are the parent nuclei $^{96}\text{Zr}$, $^{100}\text{Mo}$, $^{116}\text{Cd}$, $^{124}\text{Sn}$, $^{130}\text{Te}$, $^{150}\text{Nd}$ and $^{238}\text{U}$.

The lifetime estimates are typically of the order $T \simeq 10^{20}$y for an energy difference of $\delta E \cong 5m_0c^2$, and double beta-decay has been observed both by geochemical techniques (extraction of the daughter nuclei $(Z+2)$ from the parent $(Z)$ in an old ore) and with counters. In table 5.7, we present a summary of some selected double beta-decay results.

Double beta-decay, however, carries a number of very intriguing aspects related to the neutrino properties. It was suggested that in relativistic quantum mechanics a neutrino
particle (fermion) might exist for which the charge conjugate state of the original neutrino is identical to (Majorana) or different from (Dirac) the neutrino itself, i.e.

$$C|\nu_e\rangle \equiv |\bar{\nu}_e\rangle = |\nu_e\rangle \quad \text{Majorana,}$$

$$C|\nu_e\rangle \equiv |\bar{\nu}_e\rangle \neq |\nu_e\rangle \quad \text{Dirac.} \quad (5.69)$$

Such Majorana particles appear in a natural way in theories (GUT-theories) that unify the strong and electroweak interactions with the possibility that the lepton number is no longer conserved, since now (figure 5.19(b)), a double-beta-decay process could be imagined in which the emitted antineutrino is absorbed as a neutrino, thereby giving rise to a process

$$^{A}ZX_N \rightarrow ^{A}Z_{+2} Y_{N-2} + e^- + e^-,$$

with the creation of just two electrons. The energy sum of these two electrons $E_{e_1} + E_{e_2}$ is constant in this case, in contrast to the more usual (classic) process. The transition probability in this situation turns out to be $\approx 10^5$ shorter than in the $(2e^-, 2\bar{\nu}_e)$ process. The two-electron energy spectrum ($E_{e_1}$, $E_{e_2}$) is indicated in figure 5.20.

The distinction between Majorana and Dirac particles as noted earlier was tested in the Davis experiment as discussed in subsection 5.4.1. The reactions

$$n \rightarrow p + e^- + \bar{\nu}_e, \quad (\bar{\nu}_e = \nu_e) + n \rightarrow p + e^-,$$

were not observed. Subsequently, Davis (1955) concluded that the neutrino was different from its antiparticle so not a Majorana particle. This discussion had to be changed in the
Table 5.7. Summary of selected double beta-decay results

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Calculation</th>
<th>Doi et al 1983</th>
<th>Haxton et al 1981, 1982</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{76}\text{Ge}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_{1/2}^{(2\nu)} (y)$</td>
<td>$2.3 \times 10^{21}$</td>
<td>$3.7 \times 10^{21}$</td>
<td></td>
</tr>
<tr>
<td>$T_{1/2}^{(0\nu)} (y)$</td>
<td>$9.4 \times 10^{22}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_{\nu} (eV)$</td>
<td>$&lt; 16$</td>
<td>$&lt; 7$</td>
<td></td>
</tr>
<tr>
<td>$^{82}\text{Se}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_{1/2}^{(2\nu)} (y)$</td>
<td>$1.5 \times 20^{20}$</td>
<td>$(1.0 \pm 0.4) \times 10^{19}$</td>
<td>$1.5 \times 10^{20}$</td>
</tr>
<tr>
<td>$T_{1/2}^{(0\nu)} (y)$</td>
<td>$&gt; 3.1 \times 10^{21}$</td>
<td>$3.2 \times 10^{22}$</td>
<td>$&lt; 33$</td>
</tr>
<tr>
<td>$m_{\nu} (eV)$</td>
<td>$&lt; 130$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{130}\text{Tc}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_{1/2}^{(2\nu)} (y)$</td>
<td>$2.6 \times 10^{21}$</td>
<td></td>
<td>$2.6 \times 10^{21}$</td>
</tr>
<tr>
<td>$T_{1/2}^{(0\nu)} (y)$</td>
<td>$2.5 \times 10^{21}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_{\nu} (eV)$</td>
<td>$&lt; 5$</td>
<td>$&lt; 5$</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.20. Two-electron energy spectrum for a $0^+ \rightarrow 0^+$ transition for the two double-beta-decay possibilities $2\nu\beta\beta$ and $0\nu\beta\beta$. (Taken from Avignone and Brodzinski © 1988 reprinted with kind permission from Pergamon Press Ltd, Headington Hill Hall, Oxford OX3 0BW, UK.)

light of an experiment carried out by Wu (1957) which indicated that the weak interaction violated parity conservation and implied specific helicities for the neutrino (left-handed) (see section 5.5) and for the antineutrino (right-handed). In the light of this, the Davis experiment and the forbidden character of neutrinoless double beta-decay can more easily be explained. The neutrino and antineutrino never match because of the difference in helicity needed in the inverse reaction, i.e. one has

$$n \rightarrow p + e^- + \bar{\nu}(R), \quad \nu(L) + n \rightarrow p + e^-.$$
Likewise, the neutrinoless double beta-decay, nn → pp +e⁻e⁻ is forbidden, even if the neutrino has a Majorana character. Note that these statements are valid only if the neutrino is massless since for massive particle helicity is not a fixed quantum number (see relativistic quantum mechanics texts).

It should now be clear that the study of double beta-decay under laboratory conditions is of the utmost importance. The first evidence was presented by Elliott et al. (1987) and is highlighted in Box 5b.

### 5.4.3 The neutrino mass

It should be clear by now that a knowledge of the neutrino mass, if different from zero, is a fundamental problem in nuclear and particle physics. We have also recognized that a precise knowledge, with an upper and lower limit is a very difficult experimental problem.

One of the most straightforward methods relies on scrutinizing the beta spectrum shape (or the Fermi–Kurie plot) at and near the maximum electron energy. The β-spectrum shape is

\[
\Lambda(p_{e^-})dp_{e^-} = \frac{|M_{fi}|^2}{2\pi^3\hbar^2c^3} F(Z_D, p_{e^-})p_{e^-}^2 (E - E_{e^-})^2 \sqrt{1 - \frac{m_{\nu_e}c^4}{(E - E_{e^-})^2}},
\]

or, transforming to the electron energy \( E_{e^-} \), is

\[
\Lambda(E_{e^-})dE_{e^-} = \frac{|M_{fi}|^2}{2\pi^3\hbar^2c^3} F(Z_D, p_{e^-})p_{e^-}E_{e^-} (E - E_{e^-})^2 \times \sqrt{1 - \frac{m_{\nu_e}c^4}{(E - E_{e^-})^2}}dE_{e^-}.
\]

The effect of a finite, but small neutrino mass will be best observed for beta-decay processes with a very small \( Q \) value. The \( \beta^- \)-decay of tritium (\(^3\)H) is an attractive candidate for such a search since

\[\^3\text{H} \rightarrow \^3\text{He} + e^- + \bar{\nu}_e, \quad (Q_{\beta} = 18.6 \text{ keV})\]

because of the very low \( Q_{\beta} \) value and the possibility of detailed calculations of the electron wave function in the resulting \(^3\)He ion.

In figure 5.21, we illustrate the results (left-hand side) for the Fermi–Kurie plot obtained by Bergkvist (1972). The more recent data of Lubimov (1980) seem to indicate a non-zero rest mass of about 30 eV, with error limits between 14 eV and 46 eV. These measurements have been criticized since, the small effect one is searching for, requires the utmost care in extracting a finite neutrino mass and many corrections are necessary.

The more recent data from Kündig et al. (1986) have better statistics and the analysis yields, including systematic errors (figure 5.22),

\[m_{\nu_e}c^2 \lesssim 18 \text{ eV}.\]
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Figure 5.21. Fermi–Kurie plots of tritium beta-decay. The data (left) are from Bergkvist (1972) and are consistent with a zero mass, indicating an upper limit of 57 eV. The more recent data (right) by Lubimov (1980) seem to indicate a non-zero neutrino mass of about 30 eV.

Figure 5.22. Upper end of the electron spectrum for the Kündig data. The solid lines indicate fits with neutrino masses of $m_\nu=0$ and 35 eV/$c^2$. The non-zero mass indicates a fit with net deviation from the data (taken from Kündig et al. 1986).

One can question the need for all this effort. One of the main reasons relates to testing models of the universe. The original Big Bang theory predicts that the universe should contain neutrinos with a concentration of $\simeq 10^8/m^3$. If these particles have a finite but small rest mass, this matter content might be large enough to make our universe collapse under the force of gravity. The limit on neutrino mass for this condition may be as low as 5 eV. Precise answers are therefore very important and have an immediate bearing on our basic understanding of profound questions in cosmology (figure 5.23).

Recently, on the occasion of the 1987A supernova that was first seen on 23rd February of that year in the Large Magellanic Cloud, optical signals as well as neutrino signals were detected at the same time. They had been travelling through space for 170000 years and the neutrinos were recorded on earth about three hours before arrival of
the optical signal. The neutrino emission spectrum is expected to be a thermal spectrum corresponding to a temperature of about 5 MeV and the neutrinos corresponding to a different energy $E_{\nu_{e}}$ spread out over a certain time span in their motion from the star towards the Earth. This effect was observed by the experimental groups: a burst of neutrino events with energies of $\simeq 10$ MeV over a time span of about $\sim 10$ s (figure 5.24).

The mass-dependence of the neutrino is contained in the following expressions: for a relativistic particle, moving with almost the speed of light one obtains the velocity

$$v_{\nu_{e}} = \frac{c}{\sqrt{1 + (m_{\nu_{e}}c^{2}/p_{\nu_{e}}^{2})}}$$

$$v_{\nu_{e}} \simeq c - \frac{m_{\nu_{e}}c^{3}}{2p_{\nu_{e}}^{2}}$$

$$v_{\nu_{e}} \simeq c - \frac{m_{\nu_{e}}c^{5}}{2E_{\nu_{e}}^{2}}. \quad \text{(5.72)}$$

The arrival time of high-energy neutrinos will be earlier than for the low-energy neutrinos, i.e.

$$\frac{\delta t}{t} \sim \frac{\delta v}{v} = \frac{m_{\nu_{e}}c^{4}}{E_{\nu_{e}}^{2}} \frac{\delta E_{\nu_{e}}}{E_{\nu_{e}}}. \quad \text{(5.73)}$$
Figure 5.24. Supernovae 1987 shown (before and after) the explosion which appeared on the night of 27 February 1987 in the Large Magellenic Cloud. This SN 1987a event is about 170,000 light years distant and was used to obtain estimates on the emitted neutrino energy and on the possible neutrino mass. (Taken from Holstein 1989, Weak Interactions in Nuclei, ©1989 Princeton University Press. Reprinted with permission of Princeton University Press.)

The recorded events, seen by the Kamiokande detector and IBM group, have an energy spread $\delta E_{\nu_e} \sim 10$ MeV and the neutrinos arrive over a time span $\delta t \sim 10$ s. So, we simply deduce

$$m_{\nu_e} c^2 \lesssim E_{\nu_e} \left( \frac{\delta t}{t} \cdot \frac{E}{\delta E_{\nu_e}} \right)^{1/2}$$

$$\lesssim 10 \text{ MeV} \left( \frac{10 \text{ s}}{10^{13} \text{ s}} \right)^{1/2}$$

$$\lesssim 10 \text{ eV}. \quad (5.74)$$

Using a more careful model for time and energy distribution, one obtains as a realistic limit

$$m_{\nu_e} c^2 \lesssim 20 \text{ eV}.$$

A recent review on various direct neutrino mass measurements has been given by Robertson and Knapp (1988)\(^1\).

5.4.4 Different types of neutrinos: the two neutrino experiment

The neutrino that we have discussed up until now is produced in beta-decay transformations. It was known, in the higher energy regime, that neutrinos could also be produced in the decay of pions according to the reaction

$$\pi^+ \rightarrow \mu^+ + \nu_\mu, \quad \pi^- \rightarrow \mu^- + \bar{\nu}_\mu.$$

The idea occurred that the above neutrinos might have completely different properties from the neutrinos accompanying the neutron and proton beta-decay.

\(^1\) See Note added in proof at the end of this chapter (p 162).
In 1959 suggestions were made to create intense beams of neutrinos at the AGS at Brookhaven National Laboratory, USA (Pontecorvo, Dubna (USSR) and Schwarz, Columbia University (USA). The 15 GeV protons were aimed at a Be target producing various particles: protons, neutrons and also creating unstable pions, which decay to muons and neutrinos. In the experiment, one had to remove all the accompanying particles. This required huge amounts of screening and stopping material in the form of a massive wall of iron (figure 5.25). The beam of neutrinos then enters a spark chamber and signals the very rare interactions of neutrinos with normal matter, i.e. the neutrons always produce muons and never electrons. As shown in figure 5.26, if \( \nu_\mu \equiv \nu_e \) an equal number of muons and electrons should be produced. The observed asymmetry in particle production dramatically proves the existence of two-types of neutrinos: the electron type of neutrino \( \nu_e \) and the muon type of neutrino \( \nu_\mu \). This leads to a classification (table 5.8) of some of the more important leptons (weak interacting particles). In addition, the question about the precise number of neutrino families is clearly posed (see Box 5c).

### 5.5 Symmetry breaking in beta-decay

#### 5.5.1 Symmetries and conservation laws

One of the main features relating to symmetries in dynamical systems is the fact that whenever a law is invariant under a certain symmetry operation, a corresponding conserved quantity exists.

The quantum mechanical formulation of the above statement is best given by calculating the time dependence of the expectation value of a given observable \( \hat{O} \). Using the time dependence of the wavefunction, corresponding to a given Hamiltonian \( \hat{H} \), one obtains the equation

\[
\frac{d}{dt} \langle \hat{F} \rangle = \frac{i}{\hbar} \left[ \hat{H}, \hat{F} \right],
\]

where the observable \( \hat{F} \) does not explicitly depend on \( t \). The above equation tells us that one has a conserved quantity \( d/dt(\langle \hat{F} \rangle) = 0 \), whenever the operators \( \hat{H} \) and \( \hat{F} \) commute. The latter commutation relation can also be expressed via the invariance of the quantum mechanical wavefunction under the action of certain transformations generated by the \( \hat{F} \) operator. A typical example is that invariance under translation leads to the conservation of the corresponding momentum. A number of symmetries and related conservation laws are depicted in table 5.9. In this table one recognizes some of the well-known continuous
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Figure 5.25. Production of neutrinos for the two-neutrino experiment by colliding high-energy protons with a Be target. Here, π⁻-particles are produced which decay in μ⁺ accompanied by neutrinos and antineutrinos of the muon type. Occasionally, a neutrino (antineutrino) interacts with a neutron (proton) producing a muon. Lower part: the experimental set-up at the BNL-AGS illustrating the processes occurring in the upper part, but now in a more realistic situation (adapted from Lederman 1963 from Scientific American (March)).

symmetry operations (translations in a spatial direction or in the time coordinate, rotations, Lorentz transformations). Besides these, a number of important discrete symmetry operations are occurring such as time reversal, parity (reflection) operation, charge or particle–antiparticle transformation. Some symmetry operations belong in particular to the world of quantum physics such as the symmetries in the wavefunction related to interchanging coordinates of identical particles in a many-particle wave function and gauge transformation.

In general, one can use the equation for $\frac{d}{dt}\langle \hat{F} \rangle$ to conclude that whenever a quantity is not conserved, the Hamiltonian should contain particular terms that do not commute with the operator $\hat{F}$. We shall make use of this result as a key-argument when discussing the parity non-conservation in beta-decay processes.

A very readable text on symmetries in physical laws within a more general context has been written by Feynmann in his Physics Lectures (Feynmann et al. 1965, Chapter 52). In the next section we shall concentrate on the parity symmetry operation and
Figure 5.26. The logic of the two-neutrino experiment depends on the identity (top) or non-identity (bottom) of electron-type and muon-type neutrino. If they are identical, the reaction of muon-type neutrinos and neutrons should produce muons and electrons in equal numbers. If the two types of neutrino are different, the same reaction should produce muons but not electrons (adapted from Lederman 1963 from Scientific American (March)).

<table>
<thead>
<tr>
<th>Symmetry</th>
<th>Conservation Law</th>
</tr>
</thead>
<tbody>
<tr>
<td>Translation in space</td>
<td>Linear momentum</td>
</tr>
<tr>
<td>Translation in time</td>
<td>Energy</td>
</tr>
<tr>
<td>Rotation</td>
<td>Angular momentum</td>
</tr>
<tr>
<td>Uniform velocity</td>
<td></td>
</tr>
<tr>
<td>Transformation (Lorentz tr.)</td>
<td></td>
</tr>
<tr>
<td>Time reversal</td>
<td></td>
</tr>
<tr>
<td>Reflection</td>
<td>Parity</td>
</tr>
<tr>
<td>Particle–antiparticle</td>
<td></td>
</tr>
<tr>
<td>Exchange of identical particles</td>
<td></td>
</tr>
<tr>
<td>Quantum mechanical phase</td>
<td></td>
</tr>
</tbody>
</table>

its consequences on various properties, both at the level of classical physics as well as concerning its application to quantum mechanical systems.

5.5.2 The parity operation: relevance of pseudoscalar quantities

The parity operator acting on a certain object (active transformation) changes all coordinates into the corresponding reflected values with respect to the origin $O$ of the $(x, y, z)$ coordinate system.

Acting on vector quantities, the position vector $\vec{r}$ is changed into $-\vec{r}$, the linear momentum is changed into $-\vec{p}$, ... These vectors are called polar vectors since these
vectors are related to certain directions. Vector quantities, like angular momentum or circular current motion are not changed under the parity operation. i.e. \( \hat{\ell} = \vec{r} \times \vec{p} \) transforms into

\[
\hat{P}(\hat{\ell}) = \hat{P}(\vec{r} \times \vec{p}) = -\vec{r} \times (-\vec{p}) = \vec{\ell}.
\] (5.76)

This applies to any angular momentum (see figure 5.27) and the corresponding vectors: intrinsic spin \( \vec{s} \), total angular momentum \( \vec{J} \), . . . are called axial vectors.

![Figure 5.27. Effect of the parity operator \( \hat{P} \) acting on the circular motion of a particle. It also shows that the rotational direction remains unchanged under the point parity operation.](image)

In addition, scalar properties (numbers \( a, x, \ldots \) or scalar products of polar or axial vectors \( \vec{r} \cdot \vec{r}; \vec{\ell} \cdot \vec{\ell}, \ldots \)) are invariant under the parity operation. One can, however, construct quantities, called pseudoscalar, which are formed by the scalar product of a polar and an axial vector \( \vec{p} \cdot \vec{J}, \vec{\ell} \cdot \vec{s} \). Such quantities change sign under parity transformations.

It was a very natural suggestion that all laws in physics are invariant under the parity operation: the force law (figure 5.28)

\[
\vec{F} = q(\vec{E} + \vec{v} \times \vec{B}),
\] (5.77)

holds also after space reflection since \( \vec{F} \rightarrow -\vec{F}, \vec{E} \rightarrow -\vec{E}; \vec{v} \rightarrow -\vec{v}, \vec{B} \rightarrow \vec{B} \). The Newton law of motion

\[
\vec{F} = m \frac{d\vec{p}}{dt},
\] (5.78)

holds also after space reflection.

In the same way the observables such as energy density are real scalar quantities and are expressed via scalar products like \( \vec{E} \cdot \vec{E}, \vec{B} \cdot \vec{B} \) and terms like \( \vec{E} \cdot \vec{B} \) cannot appear. This invariance under parity transformation for any possible experiment that may be realized expresses a fundamental symmetry of the basic laws of motion on a macroscopic level.

The implications for quantum mechanics, where the wave function \( \psi(\vec{r}) \) carries all dynamical information are as follows. Starting from a Hamiltonian which is invariant under the parity operator \( [\hat{H}, \hat{P}] = 0 \), one can show that wavefunctions are characterized by a good parity quantum number, i.e.

\[
\hat{P} \psi(\vec{r}) = \pi \psi(\vec{r}),
\] (5.79)
with $\pi = \pm 1$. As an example, the spherical harmonics $Y_{l}^{m}(\theta, \varphi)$ have the parity $(-1)^{l}$.

In a reaction

$$a + b \rightarrow c + d,$$

total parity has to be conserved if $[\hat{H}, \hat{P}] = 0$. If we call $\pi_{a}, \pi_{b}, \pi_{c}, \pi_{d}$ the parity of the objects $a, b, c, d$ and if the relative motion of $a$ and $b$ ($c$ versus $d$) is described by a relative angular momentum $\ell_{ab}(\ell_{cd})$, one has the conservation law

$$\pi_{a} \pi_{b} (-1)^{l_{a}} = \pi_{c} \pi_{d} (-1)^{l_{cd}}. \quad (5.80)$$

In a system where parity is not conserved, the total wavefunction should contain a parity-even and a parity-odd component, i.e.

$$|\alpha\rangle = c_{1}|\text{even}\rangle + c_{2}|\text{odd}\rangle. \quad (5.81)$$

with

$$|c_{1}|^{2} + |c_{2}|^{2} = 1.$$

One has

$$\hat{P}|\alpha\rangle = c_{1}|\text{even}\rangle - c_{2}|\text{odd}\rangle \neq |\alpha\rangle, \quad (5.82)$$

and $c_{2}/c_{1}$ is a measure of parity-breaking. We now state an important result. Whenever the commutator $[\hat{H}, \hat{P}] \neq 0$, i.e. indicating that the Hamiltonian should contain pseudoscalar quantities, parity is no longer a conserved quantity. In that case, the expectation value of any pseudoscalar operator $\hat{O}_{\text{ps}}$ will not disappear and so the setting up of experiments where a pseudoscalar quantity is measured is fundamentally important.
For a system, described by a fixed parity $\hat{P}\psi = \pi\psi$, the expectation value of any pseudoscalar quantity becomes zero since in the integral the integrand is an odd function under space inversion and integrating over all space, $\langle \hat{O}_{PS} \rangle = 0$.

$$\langle \hat{O}_{PS} \rangle = \int \psi^*(\vec{r}) \hat{O}_{PS} \psi(\vec{r}) d\vec{r}.$$  \hspace{1cm} (5.83)

Some typical examples are $\vec{s} \cdot \vec{p}$ where $\vec{p}$ describes the linear momentum of a particle and $\vec{s}$ its intrinsic spin. The operator describes the helicity $\hat{h}$ or handedness of the particle. We shall discuss this in some detail later, in section 5.5.4.

5.5.3 The Wu–Ambler experiment and the fall of parity conservation

In the light of the above discussion, and in the light of some theoretical suggestions by Lee and Yang (1956) several experimental groups started investigations on the conservation of parity in weak interaction processes. It was Wu et al. (1957) who set out to measure a possible asymmetry in the electron emission of $^{60}$Co (a $\beta^-$ emitter, decaying into $^{60}$Ni) relative to the orientation of the original initial spin orientation of the $^{60}$Co nuclei which decays by a $5^+ \rightarrow 4^+$ Gamow–Teller transition. The measurement of the pseudoscalar quantity

$$\langle \vec{p}_e \cdot \vec{J}_i \rangle,$$  \hspace{1cm} (5.84)

could give a unique answer to the occurrence of pseudoscalar quantities in the interaction describing the beta-decay processes.

The $5^+ \rightarrow 4^+$ Gamow–Teller decay is described in a somewhat schematic way in figure 5.29: one unit of angular momentum is taken away in the decay process; the sum of the electron ($\frac{1}{2} \uparrow$) and antineutrino ($\frac{1}{2} \downarrow$) spins is shown by the thick arrows. Since the net angular momentum carried away is $\vec{L}_\beta = 0$, the linear momenta $\vec{p}_e$ and $\vec{p}_{\nu_c}$ can be drawn parallel to each other. If we consider the process after reflection in the mirror (any mirror image represents a possible experiment if parity is a conserved quantity), we can conclude that the electron emission should have no preferential direction of emission, relative to the initial $^{60}$Co spin $(5^+)$.orientation.

The actual experiment had to implement conditions for aligning all $^{60}$Co initial spins in the same direction, i.e. polarized, by the action of an external magnetic field at low temperature ($T \sim 0.01^\circ$K). The Boltzmann factor describing the relative population of the various magnetic substates $M$ (with a magnetic field $B$ and considering a positive $g$-factor), gives the expression for the population distribution within the hyperfine levels

$$N(M_f) \propto \exp \left( -\frac{E_0 - g M_f B \mu_N}{kT} \right).$$  \hspace{1cm} (5.85)

and so, at low enough temperature and using a high value for the magnetic field, approximately all nuclei are in the $M=+5$ substate at the lowest energy, thereby inducing an ensemble of polarized nuclei (see figure 5.30). The actual set-up is shown in figure 5.31 and we refer to the original article (Wu et al. (1957)) for a succinct description of the experiment (see Box 5.d). A reversal of the $B$-field should have no influence on the count rate of the electrons emitted from polarized nuclei. The actual experiment showed a dramatic change in the number of electrons counted indicating an asymmetry in the
Figure 5.29. The various angular momentum vectors associated with the $5^+ \rightarrow 4^+$ Gamow–Teller decay of $^{60}$Co to $^{60}$Ni. Both the original and mirror image are given. The nuclear spin vectors ($\vec{s}$, \vec{S}), the linear momentum ($\vec{p}$) and spin ($\vec{s}$) vectors are drawn. The total angular momentum removed is one unit of spin (units $\hbar$) and is constructed from the individual intrinsic spin $\frac{1}{2}$ of the electron (\vec{e}) and antineutrino ($\bar{\nu}_e$). The linear momentum vectors are drawn such that no net orbital angular momentum is carried away from the nucleus.

Figure 5.30. Effect on the various magnetic substates for the initial $^{60}$Co nuclei with spin $J = 5$ ($M = +5, \ldots, -5$) when placed into a strong external magnetic $\vec{B}$ field at very low temperature $T$. The Boltzmann factor regulates the precise distribution over the various M-substates.

emission of electrons relative to the initial $^{60}$Co spin: electrons were emitted preferentially opposite to the $5^+$ spin orientation (see also the schematic representation in figure 5.29).
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Figure 5.31. A schematic drawing of the lower part of the cryostat used in the Wu et al. set-up (taken from Wu et al. 1957).

The experiment monitored the orientation of the $^{60}$Co nuclei as a function of time by measuring the anisotropy of gamma radiation, emitted after the beta-decay, in an equatorial and a polar detector. Details can again be found in the original article.

This experiment gave an unambiguous indication of the violation of parity through the observation of a non-zero value of the pseudoscalar measurement ($\vec{p}_e \cdot \vec{J}_i$). In the light of our earlier discussion in section 5.2.2 the conclusion is non-conservation of parity and thus, the appearance of pseudoscalar terms in the interaction describing the weak interaction since now

$$[\hat{H}, \hat{P}] \neq 0.$$  \hspace{1cm} (5.86)

The consequences of the above conclusion can only be fully appreciated within the framework of relativistic quantum mechanics for describing the beta-decay process.

The Wu experiment has been redone by Chirovsky et al. (1980) with the aim of measuring the full angular distribution of electrons being emitted in the $\beta^-$-decay of $^{60}$Co. These results are presented in figure 5.32, indicating an intensity variation of the form

$$I(\theta) = A + B \cos \theta,$$  \hspace{1cm} (5.87)

and this expresses all details of parity violation.

The experiment can be analysed in a schematic way using the diagrams in figure 5.33. Here, the original experimental set-up and the reflected (mirror) image are put together. Now, the mirror image represents a non-observable situation indicating the breakdown of parity!
Figure 5.32. The data points on the polar diagram illustrate the observed beta intensity in the $^{60}$Co decay at an angle $\theta$ relative to the polarization direction. The solid curve is the result from the Fermi theory of beta-decay and conforms to the expression $1 + AP \cos \theta$. The asymmetry for $0^\circ$ and $180^\circ$ is well illustrated (taken from Chirovsky et al 1980).

In the next section we concentrate on the consequence for the neutrino (or antineutrino) emitted in the above decay process. Before explaining this subject, we remark that if we carry out the parity operation (the mirror reflection) $\hat{P}$ and if at the same time we change all particles into antiparticles, i.e. $^{60}$Co becomes anti-$^{60}$Co; $e^- \rightarrow e^+$, $\bar{\nu}_e \rightarrow \nu_e$ through the charge conjugation operation $\hat{C}$; the $\hat{C}\hat{P}$ operation transforms the original experimental situation in another possible experimental situation. It is understood up till now that, although beta decay violates the parity $\hat{P}$ symmetry, it conserves the $\hat{C}\hat{P}$ symmetry. Certain elementary particle processes related to K-meson decay (Christensen et al 1964) violate even this $\hat{C}\hat{P}$ symmetry. No good understanding of these processes has been obtained as yet! (See figure 5.34.)

5.5.4 The neutrino intrinsic properties: helicity

The above experiments on beta-decay unambiguously showed that the antineutrino (or neutrino in $\beta^+$ processes) has a very definite handedness. In the processes that occur in nature, only right-handed antineutrinos and left-handed neutrinos appear showing a basic asymmetry in the reflection ($\hat{P}$) of a given beta-decay. The helicity operator, given by $\hat{h} = \hat{\sigma} \cdot \vec{p}/|\vec{p}|$, when acting on a fermion described by a plane wave, moving in the positive $z$-axis direction and characterized by a single spin (spin-up) component, has an
Figure 5.33. The $^{60}\text{Co}$ beta-decay experiment, drawn in a schematic way, to illustrate the essentials of the test of parity conservation in weak processes. Both the original system (a), the mirror image (b) and the rotated (rotation by $180^\circ$) system (c) are shown. Since the mirror image (b) is not a realizable experiment and the rotated (c) is; a clear proof of the break-down of reflection symmetry in beta-decay is imposed.

Figure 5.34. Symmetry prospects on CP violation. (Taken from Fabergé, CERN Courier 1966. Reprinted with permission of CERN.)
eigenvalue $+1$. This can easily be seen by evaluating

$$\frac{\hat{\sigma}_z \hat{p}_z}{|p_z|} \left\{ e^{ikz} \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right\}.$$  \hspace{1cm} (5.88)

With $p_z = -i\hbar \partial / \partial z$ and

$$\hat{\sigma}_z = \frac{\hbar}{2} \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right),$$

the eigenvalue of $\hat{\sigma}_z \hat{p}_z / |p_z|$ becomes $+1$.

A direct measurement of the neutrino helicity was carried out in an elegant experiment by Goldhaber et al (1958). Since the analysis uses concepts relating to gamma-decay, we do not give the full discussion here. We refer to Jelley (1990) for a simple but still careful analysis. The outcome verifies a helicity eigenvalue of $h = -1$ for the neutrino, consistent with complete polarization.

It is this helicity property that causes the antineutrino capture process

$$\bar{\nu}_e + ^{37}\text{Cl} \rightarrow ^{37}\text{Ar} + e^-,$$

to be forbidden and also forbids neutrinoless double beta decay to occur, even though the neutrino would be a Majorana particle.

We would like to end this section and chapter by pointing out that the questions related to the neutrino properties in beta-decay processes, are not yet solved in a convincing way. The Dirac versus Majorana interpretation is still open; the double beta-decay processes have to be studied more carefully and the search for a finite mass for the neutrino are both issues that are very much open to question.

\textit{Note added in proof.} Very recent experiments at the Super-Kamiokande detector in Japan have brought quite convincing evidence for $\nu_\mu \leftrightarrow \nu_e$ neutrino oscillations (Fukuda et al 1998 \textit{Phys. Rev. Lett.} \textbf{81} 1562). Moreover, recent results from a search for $\nu_\mu \rightarrow \nu_e$ oscillations at the Liquid Scintillator Neutrino Detector (LSND) at Los Alamos brings in evidence for such neutrino oscillations (Athanassopoulos et al 1998 \textit{Phys. Rev. Lett.} \textbf{81} 1774). These experiments bring in hard evidence for small but finite mass differences between the various neutrino flavours and thus point towards non-vanishing mass of at least some of the neutrinos themselves.
As discussed in the introductory section on the weak decay processes ($\beta^\pi$ decay, EC), it became clear that the 'range' of interaction has to be very short. The idea was put forward of bosons carrying the weak force and coupling on one side to the hadronic current (changing a proton into a neutron, or the other way round) and on the other side to the weak current (creating, for example, the electron and electron antineutrino in the $n \rightarrow p + e^- + \bar{\nu}_e$ reaction). Rest masses of the order of 80–100 GeV were suggested and in order to eventually prove the existence of such particles (called intermediate bosons), one had to obtain at least twice the rest mass energy in the COM system when colliding particles at the big accelerators.

This project was performed with the CERN SPS, using collisions between protons and accumulated antiprotons ($\bar{p}$) accelerated in the same machine to give 540 GeV COM energy. The layout of the interconnected system of accelerators at CERN producing the necessary beam of particles is presented in figure 5a.1. It is the work of Rubbia in particular, combined with the expertise at CERN in producing and accelerating intense beams of $\bar{p}$ particles (in particular through the work of Van Der Meer) that made the building of the $p-\bar{p}$ collider a success.

Figure 5a.1. The complex network connecting the various CERN accelerators that made the search for the intermediate boson possible.

What was discovered? Normally, when $p-\bar{p}$ collisions occur, large showers of particles are formed. In nine events out of thousands of millions of others, the collision produced a track with an electron (or proton) with high energy (20–40 GeV) moving at almost right angles to most other tracks of particles and seemingly unbalanced by momentum conservation. The interpretation (see figures 5a.2(a), (b)) suggested that one of the three valence quarks in the proton had collided 'head-on' with an antiquark of
Figure 5a.2. (a) The $p\bar{p}$ interaction process resulting in the emission of an electron and a neutrino from the decay of the carrier of the weak force. (b) Description of the same process but now presented at the level of the quarks constituting the proton and antiproton in creating the weak force carrier and its subsequent decay processes.

Figure 5a.3. Schematic drawing of the UA-1 detector, the first to show the decay process $p + \bar{p} \rightarrow W^\pm + X$ with $X^\pm \rightarrow e^\pm + \nu$ (Brianti and Gabathuler 1983).

the antiproton. Through the interaction via the weak force, a $W$ particle of $\approx 80$ GeV was created, which subsequently decayed into an electron and an electron–antineutrino (or positron and electron–neutrino). The two particles share the energy and momentum liberated and mainly go on in opposite directions since the $W$ particles are formed almost at rest. The neutrino went on undetected leaving an apparent imbalance in momentum! This was the signature of a very important event verifying the electroweak theory.

The detectors needed to identify the events (UA-1 and UA-2 located at the SPS collision points) are huge in terms of dimensions, and advanced electronic, calorimetric
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We report the results of two searches made on data recorded at the CERN SPS Proton–Antiproton Collider. One for isolated large-$E_T$ electrons, the other for large-$E_T$ neutrons using the technique of missing transverse energy. Both searches converge to the same events, which have the signature of a two-body decay of a particle of mass $\approx$ 80 GeV.\cite{1} The topology as well as the number of events fits well the hypothesis that they are produced by the process $p \bar{p} \rightarrow W^+X$, with $W^+ \rightarrow e^+\nu_e$, where $W$ is the intermediate Vector Boson postulated by the unified theory of weak and electromagnetic interactions.
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Figure 5a.4. First page of the original article presenting the first observation of a decay of the $W$ boson. The title page presents this observation in a very cautious way as '...isolated large transverse energy electrons with ...missing energy at $s = 540$ GeV'. (Taken from Phys. Lett. 122B 1983. Reprinted with permission of Elsevier Science Publishers.)
and other detecting methods were used to observe just those 'golden' events. The UA-1 detector, as well as the first page of the article announcing the detection of \((e^-, \bar{\nu}_e)\) and \((e^+, \nu_e)\) events are illustrated in figures 5a.3 and 5a.4. A very nice account of this accomplishment is discussed in the book by Close, Martin and Sutton, *The Particle Explosion* (Close et al 1987).

A more precise value for the mass from these few events is calculated as \(83 \pm 5\) GeV in accord with the predicted value of \(82 \pm 2\) GeV from the Salam–Weinberg model. The production rate is also correctly predicted. The neutral partner, the \(Z^0\) particle, which is produced at a rate ten times smaller, has been observed more recently both at Stanford and CERN.

The above data illustrate magnificently the correctness of ideas that were put forward by Weinberg, Salam and Glashow who pointed out that the electromagnetic force and the weak force can actually be unified into a single electroweak theory. The development of the theory, along a steady line of unification of the two forces has thereby obtained an important test and might hint towards a higher hierarchy of forces unified in even more encompassing theories. A diagram illustrating this possible unification on an energy scale over which these unifications should become observable is presented in figure 5a.5.

![Diagram](image)

**Figure 5a.5.** A diagram illustrating a possible unification scheme for all forces. The various linking lines where forces join together and the corresponding energy scale where these processes might occur are illustrated. Here G.U.T. represents Grand Unification Theory and T.O.E. Theory of Everything.

The idea of unifying and 'assembling' a theory is presented in the *CERN Courier*, Vol. 23, November 1983.


Box 5b. First laboratory observation of double beta-decay

The first direct evidence of the double beta-decay of a nucleus has been reported by Elliott, Hahn and Moe in the issue of Physical Review Letters 59 2020 (1987). Double beta-decay is an extremely rare process in which two electrons are emitted. Elliott et al observed the decay of $^{82}$Se into $^{82}$Kr plus two electrons and two electron antineutrinos with a measure of $T = 1.1^{+0.8}_{-0.3} \times 10^{20}$ y, making it the rarest natural decay process ever observed under laboratory conditions. More details are described in a review article on double beta-decay (Moe and Rosen, Scientific American, November 1989) and in figure 5b.1 we present the salient features that led to the above decay processes. The captions discuss the most important steps of the experimental set-up, as well as the observed electron energy spectra.

The ultimate goal is to find out if double beta-decay without neutrinos can be observed. Such decay modes would violate lepton-number conservation, one of the few conservation laws thought to be rigidly fulfilled. Lepton number is defined +1 for an electron and neutrino, and −1 for their antiparticles. Therefore, in the standard model of particle physics, the emission of an electron must be accompanied by an antineutrino: the neutrino in this model is called a Dirac neutrino.

There exists a Majorana theory of neutrinos (Furry 1939) in which the neutrino and antineutrino are the same particle. The only distinction is that neutrinos are left-handed and antineutrinos right-handed. If neutrinos are exactly massless, there is no way to distinguish the Dirac neutrino from the Majorana neutrino. Thus, the observation of neutrinoless beta-decay would not only demonstrate lepton-number non-conservation but would prove that the neutrino's mass is not exactly zero!

The right- and left-handedness of the various beta-decay processes is illustrated in figure 5b.2, and is discussed in the section on parity violation in beta-decay.

The present stage of theory and experiment suggests that if electron neutrinos are Majorana particles, the effective mass is $\lesssim 1$ eV. Now, a direct two-neutrino measurement exists, and as long as the possibility of a measurable neutrino mass exists, the quest for neutrinoless double beta-decay will go on.
Figure 5b.1. The chamber (upper left) in which the first direct evidence for double beta-decay was obtained. A sample of $^{82}$Se is supported in the central plane of the detector. Surrounding is a chamber filled with He gas. The chamber is protected from outside radioactivity by Pb shielding and a 'veto' detector which discriminates against incoming cosmic radiation. The Helmholtz coils generate a magnetic field causing the electrons to follow helical paths and ionize the He gas in its passage (upper right). An applied electric field causes the resulting free electrons to drift to sensing wires, which register arrival time and position. The size and pitch of a helix determines the beta-ray energy. The double-beta decay event can be imitated by a few rare background events as shown (lower left). The energy spectrum associated with $^{76}$Ge decay for the two-neutrino and no-neutrino possibilities is shown lower left. The latter spike should appear at 2.041 MeV (arrow in lower right). The spectrum in this region is largely the result of statistical fluctuations in the background. If the neutrinoless double-beta-decay contribution is assumed to be less than the size of the statistical fluctuations, the half-life of $^{76}$Ge should be larger than $2.3 \times 10^{21}$ y (taken from Moe and Rosen 1989 from Scientific American (November)).
Figure 5b.2. When a neutron (top left) decays by a beta transition it emits an (e⁻, \bar{\nu_e}) pair with a right-handed anti-neutrino. For the corresponding (bottom left) proton decay, a (e', \nu_e) pair with a left-handed neutrino is created. On the right-hand side, the corresponding absorption processes are shown.
The LEP accelerator at CERN has been operating since 14 July 1990. One of the major goals for experiments in the early stages was the production of tens of millions of $Z^0$ particles and the study of their subsequent decay modes.

The quantity of interest is the lifetime or the level width $\Gamma(Z^0)$. This quantity is measured and at the same time the mass of the $Z^0$ particle is obtained: the scattering cross-section is determined for a number of energies near the exact mass (for the $e^+e^- \rightarrow$ hadrons). A Lorentzian shape is obtained with its maximum at $M_{Z^0}$ and characterized by a width $\Gamma(Z^0)$ (figure 5c.1). In explaining the shape and width correctly, various processes need to be taken into account. A table with decay possibilities, partial widths and branching ratios, is given (table 5c.1).

<table>
<thead>
<tr>
<th>Decay mode</th>
<th>Partial width (MeV)</th>
<th>Branching ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z^0 \rightarrow e^-e^-$</td>
<td>88</td>
<td>0.034</td>
</tr>
<tr>
<td>$\mu^+\mu^-$</td>
<td>88</td>
<td>0.034</td>
</tr>
<tr>
<td>$\tau^+\tau^-$</td>
<td>88</td>
<td>0.034</td>
</tr>
<tr>
<td>$\nu_e\bar{\nu}_e$</td>
<td>175</td>
<td>0.068</td>
</tr>
<tr>
<td>$\nu_\mu\bar{\nu}_\mu$</td>
<td>175</td>
<td>0.068</td>
</tr>
<tr>
<td>$\nu_\tau\bar{\nu}_\tau$</td>
<td>175</td>
<td>0.068</td>
</tr>
<tr>
<td>$u\bar{u}$</td>
<td>302</td>
<td>0.118</td>
</tr>
<tr>
<td>$d\bar{d}$</td>
<td>388</td>
<td>0.152</td>
</tr>
<tr>
<td>$s\bar{s}$</td>
<td>388</td>
<td>0.152</td>
</tr>
<tr>
<td>$c\bar{c}$ hadrons</td>
<td>302</td>
<td>0.118</td>
</tr>
<tr>
<td>$b\bar{b}$</td>
<td>388</td>
<td>0.152</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>?</td>
<td></td>
</tr>
</tbody>
</table>

It is standard practice to assume three families of leptons, as follows

$$e^-, e^+, \nu_e, \bar{\nu}_e$$
$$\mu^-, \mu^+, \nu_\mu, \bar{\nu}_\mu$$
$$\tau^-, \tau^+, \nu_\tau, \bar{\nu}_\tau$$

They are classified according to the electron, mu-meson (muon) and tau-meson particles. If these were the only three neutrino families, a good fit to the $\Gamma(Z^0)$ width would be obtained.

Calculations using $\sin^2\theta_W = 0.230$ and $M_{Z^0} = 91.9$ GeV/c$^2$, result in a total width $\Gamma(Z^0) = 2.56$ GeV (assuming $t\bar{t}$ is forbidden and using three lepton families) and a mean-life $\tau(Z^0) \approx 2.6 \times 10^{-25}$ s.

One can reverse the argument and derive a constraint on the number of neutrino (lepton) families since each massless extra pair contributes another 175 MeV to the width. The data, at present, are clearly consistent with $N_\nu = 3$. The original data were
Figure 5c.1. Illustration of the first results on a precise determination of the number of light neutrinos and the $Z^0$ boson partial widths. Besides the basic figures from the ALEPH collaboration (taken from Decamp et al 1990), the first page of the SLAC publication that appeared in the vol. 63, no 20 issue of Physical Review Letters of 13 November 1989 as well as the CERN (LEP) results announced in the 16 November 1989 Physics Letters issue (231B) are also shown.

published by groups at Stanford (13 November 1989) and CERN (16 November 1989) within a week and both confirm the number of families as 3. Better statistics obtained at CERN (1991) reinforced this constraint to $N_v = 3$. We give, as an illustration of the size of the groups, and a measure of the work involved in these experiments, the title pages of the two original experiments.
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We have measured the mass of the Z boson to be $91.14 \pm 0.12 \text{ GeV}/c^2$, and its width to be $2.42^{+0.09}_{-0.07} \text{ GeV}$. If we constrain the visible width to its standard-model value, we find the partial width to invisible decay modes to be $0.46 \pm 0.10 \text{ GeV}$, corresponding to $2.8 \pm 0.6$ neutrino species, with a 95% confidence-level upper limit of $3.9$.

PACS numbers: 14.80.Et, 13.45.+i, 13.65.+i

We present an improved measurement of the Z-boson resonance parameters. The measurement is based on a total of 19 nb$^{-1}$ of data recorded at ten different center-of-mass energies between 89.2 and 93.0 GeV by the Mark II detector at the SLAC Linear Collider. This data sample represents approximately 3 times the integrated luminosity presented in an earlier Letter. The statistical significance of the luminosity measurement is further improved by including a detector component — the mini-small-angle monitor (MiniSAM) — not used in the previous analysis. The larger data sample and improved luminosity measurement result in a significant reduction in the resonance-parameter uncertainties. In particular, our observations exclude the presence of a fourth standard-model massless neutrino species at a confidence level of 95%.

The Mark II drift chamber and calorimeters provide the principal information used to identify Z decays. Charged particles are detected and momentum analyzed in a 72-layer cylindrical drift chamber in a 4.75-kG axial magnetic field. The drift chamber tracks charged particles with $|\cos \theta| < 0.92$, where $\theta$ is the angle to the incident beams. Photons are detected in electromagnetic calorimeters that cover the region $|\cos \theta| < 0.96$. The calorimeters in the central region (barrel calorimeters) are lead-liquid-argon ionization chambers, while the end-cap calorimeters are lead-proportional-tube counters.

There are two detectors for the small-angle $e^+e^-$ (Bhabha) events used to measure the integrated luminosity. The small-angle monitors (SAM's) cover the angular region of $50 < \theta < 160$ mrad. Each SAM consists of
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Experimental Test of Parity Conservation in Beta Decay
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In a recent paper on the question of parity in weak interactions, Lee and Yang critically surveyed the experimental information concerning this question and reached the conclusion that there is no existing evidence either to support or to refute parity conservation in weak interactions. They proposed a number of experiments on beta decays and hyperon and meson decays which would provide the necessary evidence for parity conservation or nonconservation. In beta decay, one could measure the angular distribution of the electrons coming from beta decays of polarized nuclei. If an asymmetry in the distribution between $\theta$ and $180^\circ - \theta$ (where $\theta$ is the angle between the orientation of the parent nuclei and the momentum of the electrons) is observed, it provides unequivocal proof that parity is not conserved in beta decay. This asymmetry effect has been observed in the case of oriented $^{60}\text{Co}$.

It has been known for some time that $^{60}\text{Co}$ nuclei can be polarized by the Rose-Gortler method in cerium magnesium (cobalt) nitrate, and the degree of polarization detected by measuring the anisotropy of the succeeding gamma rays. To apply this technique to the present problem, two major difficulties had to be overcome. The beta-particle counter should be placed inside the demagnetization cryostat and the radioactive nuclei must be located in a thin surface layer and polarized. The schematic diagram of the cryostat is shown in Fig. 1.

To detect beta particles, a thin anthracene crystal $\frac{1}{2}$ in. in diameter $\times \frac{1}{4}$ in. thick is located inside the vacuum chamber about 2 cm above the $^{60}\text{Co}$ source. The scintillations are transmitted through a glass window and a Lucite light pipe 4 feet long to a photomultiplier (6292) which is located at the top of the cryostat. The Lucite head is machined to a logarithmic spiral shape for maximum light collection. Under this condition, the $^{17}\text{Cs}$ conversion line (624 kev) still retains a resolution of 17%. The stability of the beta counter was carefully checked for any magnetic or temperature effects and none were found. To measure the amount of polarization of $^{60}\text{Co}$, two additional NaI gamma scintillation counters were installed, one in the equatorial plane and one near the polar position. The observed gamma-ray anisotropy was used as a measure of polarization, and, effectively, temperature. The bulk susceptibility was also monitored but this is of secondary significance due to surface heating effects, and the gamma-ray anisotropy alone provides a reliable measure of nuclear polarization. Specimens were made by taking good single crystals of cerium magnesium nitrate and growing on the upper surface only an additional crystalline layer containing $^{60}\text{Co}$. One might point out here that since the allowed beta decay of $^{60}\text{Co}$ involves a change of spin of one unit and no change of parity, it can be given only by the Gamow-Teller interaction. This is almost imperative for this experiment. The thickness of the radioactive layer used was about 0.002 inch and contained a few microcuries of activity. Upon demagnetization, the magnet is opened and a vertical solenoid is raised around the lower part of the cryostat. The whole process takes about 20 sec. The beta and gamma counting is then started. The beta pulses are analyzed on a 10-channel pulse-height analyzer with a counting interval of 1 minute, and a recording interval of about 10 seconds. The two gamma counters are biased to accept only the pulses from the photopeaks in order to discriminate against pulses from Compton scattering.

A large beta asymmetry was observed. In Fig. 2 we have plotted the gamma anisotropy and beta asymmetry vs. time for polarizing field pointing up and pointing down. The time for disappearance of the beta asymmetry coincides well with that of gamma anisotropy. The warm-up time is generally about 6 minutes, and the warm counting rates are independent of the field direction. The observed beta asymmetry does not change sign with reversal of the direction of the demagnetization field, indicating that it is not caused by remanent magnetization in the sample.
The double nitrate cooling salt has a highly anisotropic value. If the symmetry axis of a crystal is not set parallel to the polarizing field, a small magnetic field will be produced perpendicular to the latter. To check whether the beta asymmetry could be caused by such a magnetic field distortion, we allowed a drop of CuCl solution to dry on a thin plastic disk and cemented the disk to the bottom of the same housing. In this way the cobalt nuclei should not be cooled sufficiently to produce an appreciable nuclear polarization, whereas the housing will behave as before. The large beta asymmetry was not observed. Furthermore, to investigate possible internal magnetic effects on the paths of the electrons as they find their way to the surface of the crystal, we prepared another source by rubbing CuCl solution on the surface of the cooling salt until a reasonable amount of the crystal was dissolved. We then allowed the solution to dry. No beta asymmetry was observed with this specimen.

More rigorous experimental checks are being initiated, but in view of the important implications of these observations, we report them now in the hope that they may stimulate and encourage further experimental investigations on the parity question in either beta or hyperon and meson decays.
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The sign of the asymmetry coefficient, $\alpha$, is negative, that is, the emission of beta particles is more favored in the direction opposite to that of the nuclear spin. This naturally implies that the sign for $C_T$ and $C_T'$ (parity conserved and parity not conserved) must be opposite. The exact evaluation of $\alpha$ is difficult because of the many effects involved. The lower limit of $\alpha$ can be estimated roughly, however, from the observed value of asymmetry corrected for backscattering. At velocity $\gamma = 0.6$, the value of $\alpha$ is about 0.4. The value of $\alpha$ can be calculated from the observed anisotropy of the gamma radiation to be about 0.6. These two quantities give the lower limit of the asymmetry parameter $\beta = \beta_1$, $\beta_1$ approximately equal to 0.7. In order to evaluate $\alpha$ accurately, many supplementary experiments must be carried out to determine the various correction factors. It is estimated here only to show the large asymmetry effect. According to Lee and Yang the present experiment indicates not only that conservation of parity is violated but also that invariance under charge conjugation is violated. Furthermore, the invariance under time reversal can also be decided from the momentum dependence of the asymmetry parameter $\beta$. This effect will be studied later.

(Reprinted with permission of The American Physical Society.)
GAMMA DECAY: THE ELECTROMAGNETIC INTERACTION AT WORK

6.1 The classical theory of radiation: a summary

Before describing the quantized radiation process, in which the nucleus de-excites from an initial configuration to a lower excited state or to the ground state, we briefly recall the basic results obtained by solving Maxwell's equations for the free radiation field. For this we shall start from the electric field configuration generated by an electric dipole (with dipole moment $\mathbf{\Pi}$).

The electric field configuration surrounding a dipole (see figure 6.1) as a function of $(r, \theta)$ is derived from the potential

$$V = \frac{\mathbf{\Pi}_0 \cos \theta}{4\pi \varepsilon_0 r^2}.$$  (6.1)

giving rise to the radial ($E_r$) and angular ($E_\theta$) electric field components

$$E_r = -\frac{\partial V}{\partial r} = \frac{2\mathbf{\Pi}_0 \cos \theta}{4\pi \varepsilon_0 r^3},$$

$$E_\theta = -\frac{1}{r} \frac{\partial V}{\partial \theta} = \frac{\mathbf{\Pi}_0 \sin \theta}{4\pi \varepsilon_0 r^3}.$$  (6.2)

If now the dipole has a periodic variation, the changing dipole electric field will generate (through Maxwell's equations) a varying magnetic field (figure 6.2).

In the near-source zone, one can (not including any retardation effects) depict $E_r$ and $E_\theta$ as

$$E_r = \frac{2\mathbf{\Pi}_0 \cos \theta}{4\pi \varepsilon_0 r^3} \sin \omega t,$$

$$E_\theta = \frac{\mathbf{\Pi}_0 \sin \theta}{4\pi \varepsilon_0 r^3} \sin \omega t.$$  (6.3)

Far away from the dipole region, the outgoing wave will eventually behave like a spherical wave of the form $e^{ikr}/r$ and the radial electric field component will tend to zero, $E_r \rightarrow 0$, whereas the angular $E_\theta$ component becomes equal to the total electric field

$$E_\theta = |\vec{E}| = \frac{\mathbf{\Pi}_0 \sin \theta}{4\pi \varepsilon_0 c} \left( \frac{\omega}{c} \right)^2 \sin(kr - \omega t).$$  (6.4)

In the radiation zone the wave will approach the plane wave structure (see figure 6.3) with the following relation determining the magnetic field:

$$|\vec{B}| = \frac{1}{c} |\vec{E}|.$$
Figure 6.1. Force lines for an electric dipole. At any point, the electric field vector $\vec{E}$ is at a tangent to the given force line. Both the radial ($\vec{E}_r$) and polar ($\vec{E}_\theta$) components are illustrated. (Adapted from Alonso and Finn 1971, *Fundamental University Physics, vol. II: Fields and Waves* © 1967 Addison-Wesley Publishing Company. Reprinted by permission.)

Figure 6.2. Electric-field configuration as produced by an oscillating electric dipole placed at the origin. (Adapted from Alonso and Finn 1971, *Fundamental University Physics, vol. II: Fields and Waves* © 1967 Addison-Wesley Publishing Company. Reprinted by permission.)

In this region one has

$$\vec{E} = \vec{E}_0 \sin(kz - \omega t)$$
$$\vec{B} = \vec{B}_0 \sin(kz - \omega t).$$

(6.5)

with $\omega = 2\pi v$, $\lambda = 2\pi / k$ and $|\vec{B}_0| = \frac{1}{v} |\vec{E}_0|$.

The energy densities in the electric and magnetic field become

$$E_E = \frac{1}{2} \varepsilon_0 |\vec{E}|^2$$
$$E_B = \frac{1}{2 \mu_0} |\vec{B}|^2 = \frac{1}{2 \mu_0 c^2} |\vec{E}|^2 = \frac{1}{2} \varepsilon_0 |\vec{E}|^2.$$  

(6.6)
(where \( c = 1 / \sqrt{\varepsilon_0 \mu_0} \)), and the total energy density is

\[
E = E_E + E_B = \varepsilon_0 |\vec{E}|^2.
\]

(6.7)

The intensity then reads

\[
I = \varepsilon_0 |\vec{E}|^2
\]

or, time averaged,

\[
\langle I \rangle = \frac{1}{2} \varepsilon_0 |\vec{E}|^2.
\]

(6.8)

(6.9)

The Poynting vector \( \vec{S} = c^2 \varepsilon_0 \vec{E} \times \vec{B} \) has a magnitude with the value \( \frac{1}{2} \varepsilon_0 |\vec{E}|^2 \) and thus equals the intensity of the electromagnetic radiation field (energy/cm²/s). The total flux through a surface \( S \) is then given by the integral

\[
\int_S c^2 \varepsilon_0 |\vec{E} \times \vec{B}| \cdot \vec{n} \, dS = \frac{dE}{dt},
\]

(6.10)

and equals the energy passing through the surface \( S \) per unit of time, and which we express as \( dE/dt \). Using the expression for \( \vec{E} \) (and the fact that \( |\vec{B}| = \frac{1}{c} |\vec{E}| \)), the total energy density in the 'radiation regime' becomes

\[
E = \varepsilon_0 |\vec{E}|^2 = \frac{\pi_0^2}{16 \pi^2} \frac{\sin^2 \theta \omega^4}{\varepsilon_0 r^2} c^4 \sin^2 (kr - \omega t),
\]

(6.11)

and averaging over time,

\[
\langle E \rangle = \frac{\pi_0^2 \omega^4}{32 \pi^2 c^4 \varepsilon_0 r^2} \sin^2 \theta.
\]

(6.12)

The intensity then reads

\[
\langle I(\theta) \rangle = c \langle E \rangle = \frac{\pi_0^2 \omega^4}{32 \pi^2 c^3 \varepsilon_0 r^2} \sin^2 \theta,
\]

and the total flux through a surface \( S \) (equal to the energy passing through this surface per unit of time) is

\[
\left\langle \frac{dE}{dt} \right\rangle = \int_S I(\theta) \, dS
\]

\[
\left\langle \frac{dE}{dt} \right\rangle = \frac{\pi_0^2 \omega^4}{12 \pi c^3 \varepsilon_0}.
\]

(6.13)
Since the dipole moment is expressed by $\Pi_0 = ez_0$ with $e$ the magnitude of the oscillating charge and $z_0$ the amplitude of the oscillation placed along the $z$-axis, we obtain (for e.g. an oscillating proton)

$$\left\langle \frac{dE}{dt} \right\rangle = \frac{e^2 z_0^2 \omega^4}{12\pi c^3 \epsilon_0}.$$  \hspace{1cm} (6.14)

For the oscillating dipole $\Pi = ez_0 \sin \omega t$, the time-averaged acceleration becomes $\langle a^2 \rangle = \frac{z_0^2 \omega^4}{2}$ and the above equation can be written more generally

$$\left\langle \frac{dE}{dt} \right\rangle = \frac{e^2 \langle a^2 \rangle}{6\pi \epsilon_0 c^3}.$$  \hspace{1cm} (6.15)

This is the famous Larmor equation, relating the radiated energy $\langle dE/dt \rangle$ to the acceleration $\langle a^2 \rangle$ of particle with charge $e$.

To conclude this summary, we present in figures 6.4(a) and (b) the $\vec{E}$, $\vec{B}$, $\vec{S}$ configurations as resulting from an electric oscillating dipole as well as for an oscillating magnetic dipole (resulting from a small circular current at the origin).

**Figure 6.4.** The relationships between the various vectors characterizing electric and magnetic dipole configurations. The figure is drawn in the near-source region where spherical symmetry is still present. The Poynting vector, is in the direction which coincides with the vector product $E \times B$ for an outward flow of radiation energy, is also indicated.
6.2 Kinematics of photon emission

Emission of energetic photons—gamma radiation—is typical for a nucleus de-exiting from some high-lying excited state to the ground-state configuration. These transmutations take place within the same nucleus $\frac{A}{2}X_N$ in contrast to the beta decay and alpha decay processes. They merely represent a re-ordering of the nucleons within the nucleus with a lowering of mass from the excited ($M_0^*c^2$) to the lowest ($M_0c^2$) value.

The total energy balance then reads (figure 6.5)

$$M_0^*c^2 = M_0c^2 + E_\gamma + T_0,$$

with $E_\gamma$ the energy of the emitted photon and $T_0$ the kinetic energy of the recoiling nucleus. Linear momentum conservation leads to an expression

$$\vec{p}_\gamma + \vec{p}_0 = 0.$$  \hspace{1cm} (6.17)

![Diagram](image)

Figure 6.5. The mass–energy relationships for a nucleus in an excited state $M_0^*c^2(\frac{A}{2}X_N)$ which can undergo $\beta^-, \beta^+, EC$ and gamma decay, with the emission of gamma radiation with energy $E_\gamma$ to the ground state $M_0c^2$.

The recoil energy is very small so non-relativistic expressions can be used, i.e.

$$T_0 = \frac{P_0^2}{2M_0} = \frac{P_0^2c^2}{2M_0c^2} = \frac{P_\gamma^2c^2}{2M_0c^2} = \frac{E_\gamma^2}{2M_0c^2}. \hspace{1cm} (6.18)$$

For a 1 MeV photon energy and a nucleus with $A \approx 100$, the recoil energy is $\approx 5$ eV. Even though this energy is very small (figure 6.6), the recoil shifts the gamma radiation out of resonance condition since the natural linewidth of the radiation is even smaller.

The emission of photons without recoil is possible if one implants the nucleus in a lattice such that the recoil is taken by the whole lattice and not by a single nucleon. If the energy needed to excite the whole system into its first excited state ($\hbar\omega_{\text{lattice}}$) is much larger than the single-nucleon recoil energy

$$\hbar\omega_{\text{lattice}} \gg T_0, \hspace{1cm} (6.19)$$

then, due to quantum mechanical effects the energy of the emitted gamma radiation takes away the total energy difference $M_0^*c^2 - M_0c^2$. This effect was found by Mössbauer and gave rise to a nuclear technique which proved to be very important in various domains of physics. The Mössbauer effect is described in great detail in Segré, Nuclei and Particles, Benjamin (1977).
Figure 6.6. Illustration of the fact that in the gamma emission process the initial nucleus is at rest and receives a certain recoil energy $T_0$. Thereby the gamma energy $E_\gamma$ is slightly different from the nuclear energy (mass) difference $M_\nu^*c^2 - M_\nu c^2$.

6.3 The electromagnetic interaction Hamiltonian: minimum coupling

6.3.1 Constructing the electromagnetic interaction Hamiltonian

In order to derive the interaction Hamiltonian inducing electromagnetic transitions in the atomic nucleus within a quantum-mechanical framework, we start from a consideration of the classical Lagrangian describing the motion of a relativistic particle in an electromagnetic field.

The equation of motion describing this situation and to which Lagrange's equation applies is

$$\frac{d}{dt} \left( \frac{m\tilde{v}}{\sqrt{1 - \tilde{v}^2/c^2}} \right) = q(\tilde{E} + \tilde{v} \times \tilde{B}),$$

(6.20)

where we describe a particle with mass $m$ and charge $q$ and moving with velocity $\tilde{v}$. The fields can be derived from a vector potential $\tilde{A}$, using

$$\tilde{B} = \nabla \times \tilde{A}$$

$$\tilde{E} = -\nabla \Phi - \frac{\partial \tilde{A}}{\partial t}.$$ (6.21)

The equation of motion then becomes

$$\frac{d}{dt} \left( \frac{m\tilde{v}}{\sqrt{1 - \tilde{v}^2/c^2}} \right) = q \left( -\nabla \Phi - \frac{\partial \tilde{A}}{\partial t} + \tilde{v} \times (\nabla \times \tilde{A}) \right)$$

$$= \nabla(-q\Phi + q\tilde{v} \cdot \tilde{A}) - q \left( \frac{\partial \tilde{A}}{\partial t} + \tilde{v} \cdot \nabla \right) \tilde{A}$$

$$= \nabla(-q\Phi + q\tilde{v} \cdot \tilde{A}) - q \frac{d\tilde{A}}{dt}.$$ (6.22)

We can then rewrite the equation of motion, using the kinetic momentum

$$\tilde{p}_K = \frac{m\tilde{v}}{\sqrt{1 - \tilde{v}^2/c^2}}.$$ (6.23)
as
\[
\frac{d}{dt} \left( \frac{m\vec{v}}{\sqrt{1 - v^2/c^2}} + q\vec{A} \right) + \vec{\nabla}(q\Phi - q\vec{v} \cdot \vec{A}) = 0.
\] (6.24)

Making use of Lagrange's equation, which should lead to the above equation of motion, one can deduce a suitable Lagrangian as
\[
L(\vec{r}, \vec{v}) = -mc^2\sqrt{1 - v^2/c^2} + q\vec{v} \cdot \vec{A}(\vec{r}, t) - q\Phi(\vec{r}, t).
\] (6.25)
The canonical momentum \( \vec{p}_c = \vec{\nabla}_c L(\vec{r}, \vec{v}) \) then becomes
\[
\vec{p}_c = \frac{m\vec{v}}{\sqrt{1 - v^2/c^2}} + q\vec{A}(\vec{r}, t) = \vec{p}_K + q\vec{A}(\vec{r}, t).
\] (6.26)
The canonical momentum is that variable which has to be replaced by \(-i\hbar\vec{\nabla}\) when adopting quantum mechanics in order to obtain the appropriate Schrödinger equation. The corresponding Hamiltonian
\[
H = \vec{p}_c \cdot \vec{v} - L,
\]
then becomes
\[
H = c[(\vec{p}_c - q\vec{A})^2 + (mc)^2]^{1/2} + q\Phi.
\] (6.27)
and expresses the total energy of the system. For the non-relativistic limit when the kinetic energy is small compared to the rest mass energy, one can expand the square root expression and obtain
\[
H = mc^2 + \frac{1}{2m}(\vec{p}_c - q\vec{A})^2 + q\Phi.
\] (6.28)
The first term simply expresses the rest mass and taking out the quadratic term on \( \vec{A} \) i.e. \((q^2/2mc^2)\vec{A}^2\); the 'interaction' Hamiltonian becomes
\[
H_{\text{int}}^{\text{em}} = q\Phi - q\vec{v} \cdot \vec{A} = q\Phi - \frac{q}{m}\vec{p} \cdot \vec{A}.
\] (6.29)
(From here on, in order to simplify the notation, we replace \( \vec{p}_c \) by \( \vec{p} \).) For systems involving a continuous charge density \( \rho(\vec{r}, t) \) and a current density \( \vec{j}(\vec{r}, t) \), the extension of the above interaction Hamiltonian becomes
\[
H_{\text{int}}^{\text{em}} = \int \{\rho\Phi - \vec{j} \cdot \vec{A}\} d\vec{r}.
\] (6.30)
The Hamiltonian of equation (6.28) (neglecting the rest energy \( mc^2 \)) is obtained from the free particle Hamiltonian by the substitution (and adding the potential energy \( q\Phi \))
\[
\vec{p} \rightarrow \vec{p} = \frac{q}{m}\vec{A}.
\] (6.31)
which is called 'minimum electromagnetic coupling'.

In the next subsection we shall derive the transition probability for one-photon emission (or absorption) using time-dependent perturbation theory and the above interaction Hamiltonian \( H_{\text{int}}^{\text{em}} \).
6.3.2 One-photon emission and absorption: the dipole approximation

The previous discussion was a classical one and in proceeding towards the quantum mechanical description the above interaction Hamiltonian has to be rewritten as an operator. A major difficulty lies in the correct, quantum mechanical description of the radiation field, described by the classical vector potential \( \vec{A}(\vec{r}, t) \). A proper discussion uses techniques of quantum field theory: quantum electrodynamics is not discussed here.

It will be possible, though, to describe the basic one-photon emission process as depicted in figure 6.7, where an initial quantum mechanical system (e.g. atom, nucleus etc) \(|i\rangle\) ends up, through the electromagnetic interaction operator, a final state \(|f\rangle\). One can use time-dependent perturbation theory to derive

\[
\lambda_{if} = \frac{2\pi}{\hbar} |\langle f | \hat{H}_{\text{int}} | i \rangle|^2 \frac{dn}{dE}(E_\gamma),
\]

(6.32)

where \( dn/dE \) is the density of final states to which a photon is emitted with momentum \( \vec{p}_\gamma \) and energy \( E_\gamma \). This latter part was discussed in chapter 3, and is

\[
\frac{dn}{dE}(E_\gamma) = \frac{VE_\gamma^2}{(2\pi \hbar c)^3} d\Omega,
\]

(6.33)

for emission of the photon in the solid angle element \( d\Omega \). The electromagnetic interaction Hamiltonian, for an electron in the interaction process (\( q = -e \) (with \( e > 0 \)) becomes

\[
\hat{H}_{\text{int}} = \frac{\epsilon}{m} \vec{p} \cdot \vec{A},
\]

(6.34)

with \( \vec{p} \to -i\hbar \vec{\nabla} \) to transform to quantum mechanics. The expression for \( \vec{A} \) in describing emission cannot be obtained using non-relativistic methods since photons always move with the speed of light. The quantum mechanics of describing the transition from a state containing no photon towards one (final state) where a photon has been created in a state with momentum \( \vec{p}_\gamma \) and polarization vector \( \vec{\epsilon} \) needs a second-quantized version of the electromagnetic field (\( \vec{A} \) vector potential). One can, loosely, postulate that \( \vec{A} \) is describing the wavefunction of the created photon (see Greiner 1980) in the form

\[
\vec{A} = a_0 \vec{\epsilon} \cos(\vec{k} \cdot \vec{r} - \omega t),
\]

(6.35)

where \( \vec{\epsilon} \) is the polarization vector and \( a_0 \) the amplitude of one photon in the plane wave, normalized to volume \( V \). One can determine \( a_0 \) by equating the energy in this volume \( V \) to \( E_\gamma = \hbar \omega \). Then, one gets

\[
E = \epsilon_0 |\vec{E}|^2 \cdot V = \frac{\epsilon_0 a_0^2 \omega^2}{2} \cdot V,
\]

(6.36)

and, equating to \( \hbar \omega \), the value of \( a_0 \) is

\[
a_0 = \sqrt{\frac{2\hbar^2}{\epsilon_0 E_\gamma V}}.
\]

(6.37)
It is convenient, though, to rewrite the expression of $\tilde{A}$ as

$$\tilde{A}\text{(one photon)} = \sqrt{\frac{\hbar^2}{2\epsilon_0 E_{\gamma} V}} \tilde{e} \left[ \exp\left[ i(\vec{p}_{\gamma} \cdot \vec{r} - E_{\gamma} t) / \hbar \right] + \exp\left[ -i(\vec{p}_{\gamma} \cdot \vec{r} - E_{\gamma} t) / \hbar \right] \right].$$ (6.38)

This expression is quite appropriate, expressing the two independent polarization components of a transversal, radiation field in the plane-wave regime.

![Figure 6.7](image)

**Figure 6.7.** Emission process of a photon, characterized by momentum $\vec{p}_{\gamma}$, from a nucleus characterized by wavefunction $\psi_i$, momentum $\vec{p}$, decaying to the final state described by $\psi_f$ and $\vec{p}_f$. The interaction region is schematically illustrated by the shaded region. (Taken from Frauenfelder and Henley (1991) *Subatomic Physics* © 1974. Reprinted by permission of Prentice-Hall, Englewood Cliffs, NJ.)

We now have to evaluate the matrix element, according to figure 6.7.

$$\langle f | \hat{H}_{\text{int}}^{\text{em}} | i \rangle = \int \psi_f^* \hat{H}_{\text{int}}^{\text{em}} \psi_i \, d\vec{r}$$

$$= -\frac{i e \hbar}{m} \int \psi_f^* \vec{V} \psi_i \cdot \vec{A} \, d\vec{r}. \quad (6.39)$$

In the calculation below, we make the ‘dipole approximation’ so that in the plane-wave expression we only consider the lowest-order contributions, i.e.

$$\exp\left( \pm \frac{i \vec{p}_{\gamma} \cdot \vec{r}}{\hbar} \right) = 1 \pm \frac{i \vec{p}_{\gamma} \cdot \vec{r}}{\hbar} + \ldots. \quad (6.40)$$

The validity of the approximation implies that

$$E_{\gamma} \ll \frac{\hbar c}{R} \approx \frac{197 \text{ MeV fm}}{R \text{(in fm)}}, \quad (6.41)$$

and is fulfilled when the dipole radiation is allowed. In the atomic nucleus with $R \approx 5$–8 fm, this condition is fulfilled for most low-energy transitions of a few MeV. In the further evaluation of the nuclear matrix element, we consider wavefunctions describing spinless systems with initial ($E_i$) and final ($E_f$) stationary energy values. So we obtain

$$\langle f | \hat{H}_{\text{int}}^{\text{em}} | i \rangle = -\frac{i}{m} \sqrt{\frac{\hbar^2 e}{2\epsilon_0 E_{\gamma} V}} \left( \exp[i(E_f - E_{\gamma} - E_i) t / \hbar] \right.$$

$$+ \exp[i(E_f + E_{\gamma} - E_i) t / \hbar]) \vec{e} \cdot \int \psi_f^* \vec{V} \psi_i \, d\vec{r}. \quad (6.42)$$
The second exponential becomes unity because of energy conservation in the decay process

$$E_i = E_f + E_\gamma,$$  \hspace{1cm} (6.43)

whereas the first term reduces to $\exp(-2iE_\gamma t/\hbar)$. With the time $t \gg 2\pi\hbar/E_\gamma$ (validity condition for perturbation theory to apply), this exponential is a rapid oscillatory function which averages out the contribution to $\lambda_{if}$ from this term. One finally obtains the result

$$\left< f | \hat{H}_{\text{int}}^{\text{em}} | i \right> = -i \frac{\hbar^2 e}{m} \sqrt{\frac{1}{2\epsilon_0 E_\gamma V}} \cdot \int \psi_i^* \vec{\nabla} \psi_i \, d\vec{r}. \hspace{1cm} (6.44)$$

and, subsequently,

$$\lambda_{if} = \frac{e^2 E_\gamma}{8\pi^2 m^2 c^3} \left| \vec{\epsilon} \cdot \int \psi_f^* \vec{\nabla} \psi_i \, d\vec{r} \right|^2 d\Omega. \hspace{1cm} (6.45)$$

The expression (6.45) can be evaluated taking into account the fact that $\psi_i$ and $\psi_f$ are eigenfunctions of the Hamiltonian describing the particle system (without $\hat{H}_{\text{int}}^{\text{em}}$) and

$$\hat{H}_0 = \frac{\hat{p}^2}{2m} + U(\vec{r}). \hspace{1cm} (6.46)$$

Since one has

$$\hat{H}_0 \psi_i = E_i \psi_i, \hspace{1cm} \hat{H}_0 \psi_f = E_f \psi_f, \hspace{1cm} (6.47)$$

it is possible to express the commutator $[\vec{r}, \hat{H}_0]$ as $[\vec{r}, \hat{H}_0] = (\hbar^2/m) \vec{\nabla}$. The integral can thereby be transformed into the expression

$$\int \psi_f^* \vec{\nabla} \psi_i \, d\vec{r} = \frac{m}{\hbar^2} E_\gamma \int \psi_f^* \vec{r} \psi_i \, d\vec{r}. \hspace{1cm} (6.48)$$

and we use a shorthand notation for the $\vec{r}$ integral as $\langle f | \vec{r} | i \rangle$. This gives rise to the transition probability for one-photon emission within the solid angle $d\Omega$ as

$$\lambda_{if}(\Omega) = \frac{e^2}{8\pi^2 \hbar^4 c^3} \frac{E_\gamma^3}{\epsilon_0} \left| \vec{\epsilon} \cdot \langle f | \vec{r} | i \rangle \right|^2 \sin^2 \theta \cos^2 \phi \, d\Omega. \hspace{1cm} (6.49)$$

Using a specific choice of the $(x, y, z)$-axis, the vectors $\langle f | \vec{r} | i \rangle$, $\vec{p}_\gamma$ and $\vec{\epsilon}$ are drawn in figure 6.8, where we have chosen $\vec{p}_\gamma$ pointing in the $z$-direction and the vector $\langle f | \vec{r} | i \rangle$ to determine the $(x, z)$ plane. All directions are now fixed and one gets

$$\lambda_{if}(\Omega) = \frac{e^2}{8\pi^2 \hbar^4 c^3} \frac{E_\gamma^3}{\epsilon_0} \left| \langle f | \vec{r} | i \rangle \right|^2 \sin^2 \theta \cos^2 \phi \, d\Omega. \hspace{1cm} (6.50)$$

If one sums over all directions (integrating over $d\Omega$) and sums over the two independent polarization states for $\vec{\epsilon}$, the transition rate for unpolarized photons becomes

$$\lambda_{if} = \frac{4}{3} \frac{\alpha}{\hbar} \left( \frac{E_\gamma}{\hbar c} \right)^3 c |\langle f | \vec{r} | i \rangle|^2, \hspace{1cm} (6.51)$$
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Figure 6.8. Relation amongst various vector quantities characterizing the gamma emission process. The photon polarization vector is given by $\vec{e}$ with the photon emitted in the direction of the positive $z$-axis ($\vec{p}_y$). The vector characterizing the dynamics of the decaying nucleus $\langle f | \vec{r} | i \rangle$ is taken to be in the $(x, z)$ plane. (Taken from Frauenfelder and Henley (1991) *Subatomic Physics* © 1974. Reprinted by permission of Prentice-Hall, Englewood Cliffs, N.J.)

where $E_Y$ is the photon energy, and

$$\alpha = \frac{e^2}{\hbar c \frac{1}{4\pi \varepsilon_0}} = \frac{1}{137.04},$$

the fine-structure constant and $\langle f | \vec{r} | i \rangle$ the dipole matrix element. One immediately deduces that the parities of the initial and final nuclear stationary states $\psi_i$ and $\psi_f$ have to have opposite values in order to obtain a non-vanishing matrix element: the parity selection rule easily results. One obtains a rough estimate for this electric dipole transition probability using some typical values: $R = 1.2 A^{1/3}$ in approximating the nuclear matrix element, $E_Y = 1$ MeV as

$$\lambda_{if}(E1) \approx 5.5 \times 10^{14} A^{2/3} s^{-1},$$

which, for $A \approx 100$, gives a mean-life of about $8 \times 10^{-17}$ s. The factor $E_Y^3$ indicates the density of final states and means that for various transitions, characterized by the same nuclear matrix element, the lifetime changes with $E_Y^{-3}$.

The factor $\alpha = (e^2/\hbar c)(1/4\pi \varepsilon_0)$ (using SI units) and $e^2/\hbar c$ (using Gaussian units) expresses the interaction strength in the electromagnetic coupling of the radiation field to the matter field and plays an identical role as the strength $G$ in beta decay. It also is a dimensionless constant.

6.3.3 Multipole radiation

In the study of one-photon emission we have been using the long-wavelength or dipole approximation, i.e. the factor $e^{i\vec{p}_y \cdot \vec{r}}$ was approximated by unity. This electromagnetic transition is characterized by:

(i) a change of parity between the initial and final nuclear wavefunctions $\psi_i(\vec{r})$ and $\psi_f(\vec{r})$;
(ii) using the same analysis as was carried out in beta-decay, angular momentum selection implies the condition

$$\mathbf{J}_i = \mathbf{J}_f + \mathbf{I},$$

since the vector potential (describing the photon wavefunction) carries an angular momentum of one unit ($\hbar$). In a number of situations, the angular momentum difference between the initial and final state can exceed one unit of angular momentum (in units $\hbar$), implying that one should take higher-order terms in the expansion of the plane wave into account. This will give rise to the matrix element

$$\langle f | \hat{H}_{\text{me}}^\text{em} (\text{order } L) | i \rangle = -\frac{e \hbar}{m} \int \psi_i^* \mathbf{\vec{r}} \psi_i \cdot \left( \frac{\mathbf{\vec{p}}}{\hbar} \right)^L (\pm i)^L d\mathbf{\vec{r}}. \quad (6.53)$$

This matrix element is reduced relative to the dipole matrix element by a factor $(k_{\gamma R})^L$ where $R$ characterizes the nuclear radius. For the example used before, taking $E_{\gamma} = 1$ MeV and a nuclear radius of $R = 5$ fm; one has

$$(k_{\gamma R})^L = \left( \frac{E_{\gamma} R}{\hbar c} \right)^L \approx \left( \frac{5 \text{ MeV} \text{ fm}}{197 \text{ MeV} \text{ fm}} \right)^L \approx \left( \frac{1}{40} \right)^L. \quad (6.54)$$

The lifetime e.g. for an $L = 2$ transition is greater by a factor $\approx 1600$ relative to the dipole lifetime. The electric transition, corresponding to $L = 2$ is called a quadrupole transition and, inspecting the integrand implies the parity selection rule $\pi_i = \pi_f$. At the same time, the angular momentum selection rule constrains the values to

$$\mathbf{J}_i = \mathbf{J}_f + \mathbf{I}.$$

Generally, for electric $L$-pole radiation the selection rules become $(E L)$

$$\pi_i = \pi_f (-1)^L, \quad \mathbf{J}_i = \mathbf{J}_f + \mathbf{L}. \quad (6.55)$$

It is also possible, though it is more difficult, to consider the analogous radiation patterns corresponding to periodic variations in the current distribution within the atomic nucleus. Without further proof, we give the corresponding selection rules for magnetic $L$-pole radiation as $(M L)$

$$\pi_i = \pi_f (-1)^{L+1}, \quad \mathbf{J}_i = \mathbf{J}_f + \mathbf{L}. \quad (6.56)$$

Using slightly more realistic estimates for the initial and final nuclear wavefunctions $\psi_i(\mathbf{\vec{r}})$, $\psi_f(\mathbf{\vec{r}})$; still rather simple estimates (Weisskopf estimates) can be derived for the total electric and magnetic $L$-pole radiation. These results are presented in figures 6.9(a) and (b) for electric $L = 1, \ldots, 5$ and magnetic $L = 1, \ldots, 5$ transitions respectively. For magnetic transitions, $\mu_p$ denotes the magnetic moment of the proton as $\mu_p = 2.79$ (in nuclear magnetons).

An example of the decay of levels in the nucleus $^{190}$Hg shows a realistic situation for various competing transitions according to the angular momentum values. In the cascade $8^+ \rightarrow 6^+ \rightarrow 4^+ \rightarrow 2^+ \rightarrow 0^+$, pure E2 transitions result. For $2^+ \rightarrow 2^+$, $4^+ \rightarrow 4^+$ transitions, on the other hand, both M1 and E2 transitions can contribute (M3 and E4 will be negligible relative to the more important M1 and E2 transitions) (see figure 6.10).
6.3 THE ELECTROMAGNETIC INTERACTION HAMILTONIAN

Figure 6.9. (a) The transition probability for gamma transitions, as a function of $E_\gamma$ (in MeV units), based on the single-particle model (see Chapter 9) is shown for electric multipole transitions ($L = 1, 2, \ldots, 5$) for various mass regions. In (b) similar data is shown for the magnetic multipole transitions. (Taken from Condon and Odishaw, Handbook on Physics, 2nd edn © 1967 McGraw-Hill. Reprinted with permission.)

In a number of cases (see figure 6.11), the spin difference between the first excited state and the ground state can become quite large such that a high multipolarity is the first allowed component in the electromagnetic transition matrix element, due to the restrictions

$$\vec{J}_i = \vec{J}_f + \vec{L}. \quad (6.57)$$

In the case of $^{117}$In and $^{117}$Sn, M4 transitions occur for the transitions $\frac{1}{2}^- \to \frac{9}{2}^+$; $\frac{11}{2}^- \to \frac{13}{2}^+$ with lifetimes that can become of the order of hours and sometimes days. These transitions are called isomeric transitions and the corresponding, metastable configurations, are called 'isomeric states'. A systematic compilation for all observed M4 transitions has been carried out by Wood (private communication): the reduced half-life $T$ is presented in figure 6.12 and is compared with the M3, M4 and E5 single particle estimates of Weisskopf and Moszkowski. The data points agree very well with the M4 estimates.

6.3.4 Internal electron conversion coefficients

In the preceding section we have discussed the de-excitation of the atomic nucleus via the emission of photons. The basic interaction process is as depicted in figure 6.7 and described in section 6.3.2. There now exists a different process by which the nucleus
Figure 6.10. Illustration of a realistic gamma decay scheme of even–even nucleus $^{190}$Hg. The level energies, gamma transition energies and corresponding intensities are illustrated in all cases. Within the specific bands, transitions are of E2 type; while inter-band transitions can be of both E2 and M1 type depending on the spin difference between initial and final state. (Taken from Kortelähti et al 1991.)

Figure 6.11. Diagram showing some high-multipole transitions in $^{117}$In and $^{117}$Sn. The spin and parity and excitation energy of the excited nuclear states are given. The beta and gamma decay branches from the isomeric state in $^{117}$In ($\frac{1}{2}^-$) are also shown. (Taken from Jelley 1990.)
'transfers' its excitation energy to a bound electron, causing electrons to move into an unbound state with an energy balance of

\[ T_{e^-} = (E_i - E_f) - B_n. \]  

(6.58)

where \( E_i - E_f \) is the nuclear excitation energy, \( B_n \) the corresponding electron binding energy and \( T_{e^-} \) the electron kinetic energy. This process does not occur as an internal photon effect since no actual photons take part in the transition. The energy is transmitted mainly through the Coulomb interaction and a larger probability for \( K \) electrons will result because \( K \) electrons have a non-vanishing probability of coming into the nuclear interior (see figure 6.13).

The basic process, with exchange of virtual photons, mediating the Coulomb force is illustrated in figure 6.14(a) and conversion electrons can be observed superimposed on the continuous beta spectrum if the decay follows a beta-decay transition, as presented schematically in figure 6.14(b). The transition matrix element, when a 1s electron is converted into a plane wave state can then be written as

\[
M_{\text{ef}} \propto \sum_i \int \exp(-i\vec{k}_e \cdot \vec{r}_e) \psi_f^*(\vec{r}_i) \frac{e^2}{4\pi\epsilon_0|\vec{r}_e - \vec{r}_i|} b_0^{-3/2} \exp\left(-\frac{r_e}{b_0}\right) \psi_i(\vec{r}_i) \, d\vec{r}_i \, d\vec{r}_e.
\]  

(6.59)

where the sum goes over all protons in the nucleus; \( \vec{k}_e \) describes the wavevector of the outgoing electron and \( \psi_f(\vec{r}_i) \) and \( \psi_i(\vec{r}_i) \) denote the nuclear final and initial wavefunctions with \( b_0 \) being the Bohr radius for the 1s electron, i.e. \( b_0 = \hbar^2 4\pi\epsilon_0/m_e^2 \) when \( Z = 1 \). The Coulomb interaction indicates a drop in transition probability with increasing distance.
Figure 6.13. Pictorial presentation of the different length scales associated with the nuclear (full lines at $10^{-13}$ cm scale) and electronic (dashed lines on a $10^{-8}$ cm scale) wavefunctions. Only the $K$ (or s-wave) electrons have wavefunction with non-vanishing amplitudes at the origin and will cause electron conversion to occur mainly via $K$-electron emission.

(a)

Figure 6.14. (a) The electromagnetic interaction process indicating the transition from a bound into a continuum state for the electron. The double line represents the atomic nucleus and the wavy line the Coulomb interaction via exchange of virtual photons. (b) Discrete electron energies associated with discrete transitions of electrons from the $K$, $L_1$, $M_1$ ... electronic shells. The specific transitions are superimposed on the continuous background of the beta-decay process.

$|\mathbf{r}_e - \mathbf{r}_i|$ i.e. $K$-electron conversion will be the most important case. For $r_e > r_i$ one can use the expansion

$$
\sum_i \frac{1}{|\mathbf{r}_e - \mathbf{r}_i|} = \frac{1}{r_e} \sum_i \sum_l \left( \frac{r_i}{r_e} \right)^l P_l(\cos \theta),
$$

(6.60)

with $\mathbf{r}_i \cdot \mathbf{r}_e = r_i r_e \cos \theta$.

This matrix element can be separated into an electron part times a nuclear part, making use of the expansion

$$
P_l(\cos \theta) = \sum_m \frac{4\pi}{2l + 1} Y_l^m(\mathbf{r}_e) Y_l^m(\mathbf{r}_i).
$$

(6.61)
and using the shorthand notation for the nuclear matrix element

\[ M_{ij}^N(l, m) \equiv \sum_i \int \psi_j^*(\vec{r}_i) r_i^l Y_l^m(\hat{r}_i) \psi_i(\vec{r}_i) \, d\vec{r}_i. \]  

(6.62)

since

\[ M_{ij} \propto \sum_{l,m} e^{2k_e l - 2} 4\pi \int b^l_{2l+1} \exp(-i\vec{k}_e \cdot \vec{r}_e) \left( \frac{1}{k_e r_e} \right)^{l+1} Y_l^m(\hat{r}_e) \]

\times \exp \left( -\frac{r_e}{b_0} \right) d(k_r e) \cdot M_{ij}^N(l, m). \]  

(6.63)

Here, it becomes immediately clear that, in contrast to the situation where photons are emitted. Electron conversion processes can occur in situations when \( l = 0 \) or when no change occurs in spin between initial and final states including \( 0^+ \rightarrow 0^+ \) transitions.

A detailed derivation of the electron conversion transition probability is outside the scope of this text. If we consider, however, the lowest order for which both photons and electrons can be emitted i.e. dipole processes, from a \( 1s \) bound electron state to a \( p \)-wave outgoing electron, we can evaluate the conversion transition probability and the corresponding conversion coefficient, defined as

\[ \alpha_K = \frac{\lambda_{sf}(e)}{\lambda_{sf}(\gamma)}. \]  

(6.64)

A detailed discussion on the calculation of electron conversion coefficients as well as an appreciation of present-day methods used to measure conversion coefficients and their importance in nuclear structure are presented in Box 6b.

### 6.3.5 E0—monopole transitions

Single-photon transitions are strictly forbidden between excited \( 0^+ \) states and the \( 0^+ \) ground state in even–even nuclei. The most common de-excitation process is electron conversion as discussed in detail in section 6.3.4. The \( 0^+ \rightarrow 0^+ \) transitions contain, however, a very specific piece of information relating to the nuclear radius and deformation changes in the nucleus. The transition process is again one where the Coulomb field is acting and only vertical photons are exchanged.

For s-electrons, a finite probability exists for the electron to be within the nucleus for which \( r_e < r_i \) so that

\[ \frac{1}{|r_e - r_i|} = \frac{1}{r_i} \sum_l \left( \frac{r_e}{r_i} \right)^l P_l(\cos \theta), \]  

(6.65)

which, for the \( l = 0 \) part (monopole part) becomes \( 1/r_i \). The transition matrix element can be evaluated as

\[ M_{ij} \propto \sum_i \int_0^R \psi_j^* \psi_i \left( \int_0^{r_i} \varphi_f^* \frac{1}{r_i} \varphi, d\vec{r}_e \right) d\vec{r}_i. \]  

(6.66)
where $R$ denotes the nuclear radius, $\psi_f$ and $\psi_i$ are the nuclear final and initial state wavefunctions. The electron wavefunctions $\varphi_i$ and $\varphi_f$ describe an initial bound $s$-electron wavefunction and the outgoing electron wave, which also has to be an $l = 0$ or $s$-wave to conserve angular momentum. To a very good approximation $\varphi_i^*(r_e) = \varphi_i^*(0)$ and $\varphi_i(r_e) = \varphi_i(0)$, so that the integral over the electron coordinates reduces to

$$I_e = \varphi_f^*(0)\varphi_i(0) \int_0^{r_i} \frac{1}{r_e} 4\pi r_e^2 \, dr_e,$$

and the total matrix element $M_{ef}$ becomes

$$M_{ef} \propto \sum_i \int \psi_f^* r_e^2 \psi_i \, d\vec{r}_i.$$

This matrix element is a measure of the nuclear radius whenever $\psi_f \approx \psi_i$.

**Figure 6.15.** Compilation of $0^- \rightarrow 0^-$ E0 matrix elements (expressed as $\rho^2$) for the mass region $60 < A < 160$. The dashed line corresponds to the single-particle $\rho^2$ value. The symbols correspond to various isotope chains. (Taken from Heyde and Meyer 1998.)

Many E0 ($0^+ \rightarrow 0^+$) transitions have been measured and give interesting information on nuclear structure. In figure 6.15, an up-to-date collection of E0 transition probabilities (denoted by $\rho^2$ which is proportional to $|M_{ef}|^2$) is shown for $0^+_2 \rightarrow 0^+_1$ transitions where the dashed line represents the single-particle E0 estimate.
Whenever the transition energy in the nucleus is larger than $2m_0c^2$, there exists the possibility that the Coulomb field (virtual photon) can convert into a pair of an electron and a positron. The best known example is the 6 MeV $0^+_2 \rightarrow 0^+_1$ transition in $^{16}$O. This pair creation process is a competitive de-excitation mechanism for high-lying $0^+$ excited states (see figure 6.16).

![Diagram of pair creation process](image)

**Figure 6.16.** The pair creation ($e^+e^-$ creation) process in the field of an atomic nucleus (right-hand vertex) compared to the vertex where an electron is scattered off an atomic nucleus. The double line indicates the nucleus; the wavy line the exchange of virtual photons.

### 6.3.6 Conclusion

In studying the electromagnetic interaction and its effect on the nucleus, using time-dependent perturbation theory, a number of interesting results have been obtained. A more rigorous treatment however needs a consistent treatment of quantized radiation and matter fields and their interactions.
Box 6a. Alternative derivation of the electric dipole radiation fields
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We propose an alternative derivation of the fields of an oscillating electric dipole, which makes explicit reference to the dipole from the beginning, is mathematically simple, and involves no approximations.

The derivations of the oscillating electric dipole fields which the student usually encounters in his undergraduate course on electromagnetic theory are not, in general, very enlightening. They usually involve approximations on the behavior of oscillating current elements (for example, that the wavelength of the radiation be much greater than the characteristic dimensions of the radiating system) and the students often feel an uncomfortable sensation in the lack of logic, since only at the end of the calculations is the electric dipole explicitly invoked.

On the other hand, formalisms which make explicit reference to the dipole, like the multipole solution of the Maxwell equations or the Hertz vector formalism are mathematically too lengthy (or too cumbersome) to be presented in a first contact with the electromagnetic radiation theory, unless one omits some intermediate steps (which brings the uncomfortable sensations back). We propose, in this paper, a derivation of the potentials of an oscillating electric dipole which starts from the dipole concept and which is mathematically simple. The reasoning is as follows: we assume a 'point dipole' in a concept already known by the student from electrostatics at the origin of the coordinates, with the dipole moment pointing in the z direction. The dipole is assumed to be oscillating harmonically with frequency $\omega$. This will constitute a small current element, in the z direction, at the origin. Now, it is already known by the student, too, the vector potential $A$ has the z direction as the current, so the only nonvanishing Cartesian component of $A$ in this case will be $A_z$. Thus, we write

$$A_{z}(t) = f(t)e^{-j\omega t}$$

where we have assumed only a radial dependence for $A_z$, since from magnetostatics we know that $A$ for a small current element has no angular dependence, and the harmonic oscillation of the charges cannot, of course, alter this situation. The factor $e^{-j\omega t}$ in the exponential represents the fact that electromagnetic signals propagate, in vacuum, with finite velocity a concept that should be very familiar to the student at this stage of the course.

We have two problems now, how to find the unknown function $f(t)$ and how to obtain the scalar potential $\phi$, since we need to know it in order to compute the fields.

Now, we know that in the Lorentz radiation gauge, $A$ and $\phi$ are linked by the are using Gaussian units

$$\nabla \cdot A = \frac{1}{c} \frac{d\phi}{dt} = 0$$

and that, very near the dipole, one must observe an electric field oscillating harmonically in time, but with a spatial dependence equal to that of the static case, since the effect due to the finite velocity of propagation then become negligible. So, the scalar potential must behave for small $r$, as

$$\phi(r, \theta, \phi, t) = p \cos \theta / r$$

where $p$ is the amplitude of the dipole moment.

Now, using (12), with

$$\nabla \cdot A = \frac{1}{c} \frac{d\phi}{dt} = \frac{1}{r^2} \frac{d}{dr} \left( r^2 \frac{d\phi}{dr} \right)$$

and with $\phi$ given by (13), we obtain a prime means derivation with respect to $r$

$$ik \phi = -\omega \epsilon_0 \mu_0 c \phi'$$

where $k = \omega / c$, and we have taken into account the time dependence of $A$ in the form $e^{-j\omega t}$. Hence

$$\phi(r, \theta, \phi, t) = \cos \theta e^{-j\omega t} [ik \phi + f]$$

The new wave corresponds depending on whether $\omega \phi$ or $\phi$ dominates as $r \to 0$:

(a) The dominant term is given by $f$. We have $\omega \phi = 0$, which gives

$$f(r, \phi) = \frac{p \cos \theta}{r}$$

But with this $f(r, \phi)$, we get

$$\frac{d\phi}{dr} = \frac{2}{r} f(r, \phi),$$

and this leads to a contradiction.

(b) The dominant term when $\phi(r, \theta, \phi, t)$ is given by $\phi$. In this case

$$\cos \theta = \frac{\omega \phi}{r}$$

which gives

$$f(r, \phi) = -ik \phi$$

and we will have for $f(r, \phi)$

$$f(r, \phi) = \frac{ik \phi}{r}.$$  

In this case we have no inconsistency. So the potentials will be

$$\phi(r, \theta, \phi) = \frac{p \cos \theta}{r} [f(r, \phi) + ik \phi]$$

We can now pass to spherical coordinates $r, \theta, \phi$, so that we have

$$A_r, A_0, A_z \rightarrow A_r, A_0, A_z, \sin \theta, A_\phi \rightarrow 0,$$ and by using

$$E = \nabla \phi$$

obtain the radiation fields following the usual pattern.

(Reprinted with permission of The American Physical Society.)
Box 6b. How to calculate conversion coefficients and their use in determining nuclear structure information

*K* conversion is the ejection of a bound 1s electron into an outgoing p-wave state, and if we consider that the conversion occurs through the dipole component of the Coulomb interaction, then a more detailed evaluation of $\alpha_K$, the K-shell is possible.

The p-wave component present in the expansion of an outgoing plane wave, used to describe the electron emitted, is

$$\psi_f(\vec{r}_e) = N \frac{\cos \theta}{(k_e r_e)^{1/2}} J_{3/2}(k_e r_e).$$  \hspace{1cm} (6b.1)

or, asymptotically, for large $k_e r_e$,

$$\psi_f(\vec{r}_e) = -N \cos \theta \left( \frac{2}{\pi k_e^2 r_e^2} \right)^{1/2} \cos(k_e r_e).$$  \hspace{1cm} (6b.2)

The normalization can be fixed by enclosing the outgoing wave in a very large sphere with radius $R$ and using the above asymptotic wave, which leads to

$$N = k_e \left( \frac{3}{4R} \right)^{1/2}.$$  \hspace{1cm} (6b.3)

The initial 1s-electron wavefunction reads

$$\psi_i(\vec{r}_e) = \frac{1}{\pi^{1/2}} \left( \frac{Z}{b_0} \right)^{3/2} e^{-(Z r_e/b_0)}.$$  \hspace{1cm} (6b.4)

with

$$b_0 = \frac{\hbar^2}{4\pi \epsilon_0 m_e^2}.$$  

If we start from the classical argument that the interaction process is caused by the varying dipole potential (see equation (6.1)), one can write this perturbation as

$$e V(\vec{r}_e) = \frac{1}{2} \frac{e \Pi_0 \cos \theta}{4\pi \epsilon_0} \frac{1}{r_e^2}.$$  \hspace{1cm} (6b.5)

since

$$V(\vec{r}_e, t) = e V(\vec{r}_e)(e^{i\omega t} + e^{-i\omega t}).$$

The transition matrix element then becomes

$$M_f = \int \psi_f^*(\vec{r}_e) e V(\vec{r}_e, t) \psi_i(\vec{r}_e) \, d\vec{r}_e$$

$$= \frac{\Pi_0}{4\pi \epsilon_0} \frac{e k_e}{\left( \frac{3}{4R} \right)^{1/2}} \frac{1}{\pi^{1/2}} \left( \frac{Z}{b_0} \right)^{3/2}$$

$$\times \int e^{-(Z r_e/b_0)} \frac{\cos \theta}{r_e^2} \frac{J_{3/2}(k_e r_e)}{(k_e r_e)^{1/2}} \cos \theta \, d\vec{r}_e.$$  \hspace{1cm} (6b.6)

$$M_f = \frac{\Pi_0}{2} \left( \frac{4\pi \epsilon_0}{3R} \right)^{1/2} \frac{1}{ek_e} \left( \frac{Z}{b_0} \right)^{3/2} \int (Z, b_0, k_e).$$
with
\[ I(Z, b_0, k_e) = \int e^{-iZ/r_{ho}} \frac{J_{3/2}(k_e r_e)}{(k_e r_e)^{1/2}} \, dr_e. \] (6b.7)

The density of final states for p-wave electron emission follows from the asymptotic expression and the condition that \( \psi_f(R) = 0 \) or
\[ k_e R = (n + \frac{1}{2})\pi, \] (6b.8)
from which one easily derives
\[ \frac{dn}{dE} = \frac{R}{\hbar \pi v_e}. \] (6b.9)

Combining all terms one obtains the transition probability
\[ \lambda_K = \frac{2\pi \Pi_0^2}{\hbar} \frac{e^2 k_e^2}{(4\pi \epsilon_0)^2} \left( \frac{Z}{b_0} \right)^3 \frac{I^2(Z, b_0, k_e)}{hv_e}. \] (6b.10)

The electric dipole transition photon emission transition probability has been derived as (see equation (6.51))
\[ \lambda_{\gamma}^\gamma = \frac{4}{3} \frac{e^2}{\hbar c \cdot 4\pi \epsilon_0} \left( \frac{E_\gamma}{\hbar c} \right)^3 c |\langle f | \vec{r} | i \rangle|^2. \] (6b.11)

Using the correspondence between the quantum mechanical electric dipole matrix element and the dipole moment \( \Pi_0 \)
\[ \Pi_0^2 \overset{\longleftrightarrow}{=} 4 |\langle f | \vec{r} | i \rangle|^2 e^2, \] (6b.12)
the transition E1 gamma transition probability becomes
\[ \lambda_{\gamma}^\gamma = \frac{\Pi_0^2}{3} \frac{E_\gamma^3}{\hbar^4 c^3 4\pi \epsilon_0} \frac{1}{E_\gamma}. \] (6b.13)
giving a ratio
\[ \alpha_K = 2 \frac{\lambda_K}{\lambda_{\gamma}^\gamma} = \frac{4\pi k_e^2 e^2}{\hbar v_e} \left( \frac{Z}{b_0} \right)^3 \left( \frac{E_\gamma}{E_\gamma^3} \right)^3 \frac{I^2(Z, b_0, k_e)}{4\pi \epsilon_0}. \] (6b.14)
A closed form can be obtained under the conditions \( Z/b_0 \ll k_e \), i.e. transition energy large compared to \( K \)-electron binding energy and assuming non-relativistic motion for the ejected electron, leading to \( v_e = \sqrt{2\hbar \omega/m} \). The integral then is evaluated as
\[ \int J_{3/2}(k_e r_e) \frac{dr_e}{(k_e r_e)^{1/2}} = \left( \frac{2}{\pi k_e^2} \right)^{1/2}. \] (6b.15)
And the final expression is
\[ \alpha_K = \frac{1}{2} Z^3 \left( \frac{e^2}{\hbar c \cdot 4\pi \epsilon_0} \right)^4 \left( \frac{2m_0 c^2}{E_\gamma} \right)^{7/2}. \] (6b.16)
It can be shown that the above expression can be extended to general EL conversion with the result

\[ \alpha_L^L = Z^3 \left( \frac{L}{L+1} \right) \alpha^4 \left( \frac{2m_0c^2}{E_\gamma} \right)^{L+(5/2)} \]  \hspace{1cm} (6b.17)

Using relativistic correct wavefunctions and other refinements, the calculations soon become complex. We show the behaviour of electric (EL) and magnetic (ML) conversion through the K-shell at \( Z = 64 \) in figure 6b.1.

**Figure 6b.1.** Electric (\( \alpha_L \)) and magnetic (\( \beta_L \)) conversion coefficients for the K-shell at \( Z = 64 \). The energy scale is given in relative units \( E/m_0c^2 = \omega \). (Taken from Rose 1965 in \( \alpha, \beta \) and \( \gamma \) Spectroscopy, ed. K. Siegbahn.)

In contrast to the early measurement of conversion electrons using Geiger-Müller counters and beta magnetic spectrographs, present-day detection of electrons uses solid-state detectors with very good energy resolution. A typical electron spectrum for mass \( A = 196 \), corresponding to the conversion process of a number of gamma transitions in \(^{196}\text{Pb}\), is shown in figure 6b.2, where K,L,M lines are presented. The energy scale is given in keV units.

Determining the \( \alpha_K \) coefficients, which have high sensitivity to the gamma multipolarity, gives a method for characterizing gamma transitions with a unique multipolarity. The \( \alpha_K \) values, measured for \(^{190}\text{Hg}\) (see figure 6b.3 for these \( \alpha_K \) values) then determine a number of gamma multiplicities, giving direct information on spin changes and on possible level spins in the nucleus \(^{190}\text{Hg}\).

In a number of cases, for \( 0^+ \rightarrow 0^+ \) transitions where photon emission is forbidden, conversion electrons can still be observed. By combining the \( \gamma \)-ray spectrum and the corresponding electron spectrum, as is carried out for \(^{198}\text{Pb}\), two transitions with a \( 0^+ \rightarrow 0^+ \) signature are clearly observable for the 1392.1 keV and 1734.7 keV transitions (see figure 6b.4). This technique is a very useful and unique method to identify \( 0^+ \rightarrow 0^+ \)}
transitions and, subsequently, to obtain nuclear structure information on excited $0^+$ levels in the atomic nucleus. This method was used successfully in the observation of the first excited $0^+$ states in neutron-deficient even–even Pb nuclei by the Lisol group in Leuven.
Figure 6.3. A plot of the $\alpha_K$ values observed for the transitions as shown in figure 6.10. The solid lines are the theoretical values for E1, E2 and M1 multipolarities. The 416 keV E2 $2^- \rightarrow 0^-$ transition was used to normalize the experimental conversion-electron and gamma-ray intensities. (Taken from Kortelahti et al. 1991.)
Figure 6b.4. Comparison of gamma-ray and electron spectra of transitions in $^{198}$Pb. In this way, a unique signature for $0^+ \rightarrow 0^+$ transitions is obtained for those cases which have no corresponding $\gamma$-ray component. The $0^+ \rightarrow 0^+$ 1392.1 keV and 1734.7 keV transitions are clearly identified in the upper spectrum. (Taken from Huyse 1991.)
PROBLEM SET—PART B

1. In the study of beta-decay, the transition probability can be reduced into the particular combination $\log(f T_{1/2})$. This function is inversely proportional to the beta transition matrix element $|M|^2$. Show that by studying this matrix element and by using a particular one-point interaction describing the beta-decay process given as $g \delta(\vec{r}_p - \vec{r}_n) . \delta(\vec{r}_p - \vec{r}_e^-) . \delta(\vec{r}_e^- - \vec{r}_\nu)$, one can set up a classification within the beta-decay process.

Discuss the order of magnitude of the successive terms as well as the parity selection rule for the beta-decay process.

2. Determine how the original beta-spectrum shape for an allowed transition $\Lambda(p_e^-)$ becomes modified considering a one-time forbidden beta emission in which an electron is emitted with momentum $\vec{p}_e^-$ and an antineutrino with momentum $\vec{p}_\nu$ within the solid angles $d\Omega_{e^-}$ and $d\Omega_{\nu}$, respectively.

Hint: You can consider the situation in which angular integration over the electron and antineutrino emission gives an average of the scalar product $\vec{p}_e . \vec{p}_\nu$ equal to zero.

3. Show that in the beta-decay emission, using non-relativistic kinematics, the mean electron kinetic energy amounts to $\frac{1}{3}$ of the maximal electron kinetic energy (replace the Fermi function by the value 1 throughout). How does this result change when relativistic kinematics are considered.

4. Show that by making the appropriate combination of the half-life in beta-decay, i.e. forming the product of the $f$ function and the half-life $f(Z, \omega_0).T_{1/2}$, one can determine the nuclear beta-decay matrix element.

5. Classify and discuss in detail, the twice-forbidden Fermi and Gamow–Teller beta transitions. Present in each case (a) the restrictions on angular momentum and (b) the restrictions on parity for the initial and final nuclear states.

Present a number of examples from actual beta-decay processes.

6. Derive the $Q$-value for a number of beta-decay processes, making use of atomic binding energy values:

(a) for $\beta^+$-decay,
(b) for $K$-electron capture,
(c) for neutrino capture,
(d) for neutrino-less double $\beta^-$-decay.
(e) Derive the limiting value for electron capture in $^{148}$Dy in which $K$- and $L$-capture are just forbidden. This concerns a $0^+ \rightarrow 2^-$ transition. What type of transition is this?
(f) Derive an approximate value for the half-life in a double $\beta^-$-decay process, i.e. in the transition $Z \to Z + 2$, starting from second-order perturbation theory and assuming the half-lives for the separate $Z \to Z + 1$ and $Z + 1 \to Z + 2$ beta-decay transitions are known.

7. Show that the total beta-decay constant $\lambda_\beta$ is proportional to $Q_\beta^S$ (with $Q_\beta$ the $Q$-value characterizing the $\beta^-$-decay process), in the situation that the electron kinetic energy $T_e \gg m_0 c^2$ (with $m_0 c^2$ the electron rest energy).

8. Explain how in the study of beta-decay experiments, the measurement of a pseudo-scalar observable can give a proof of parity non-conservation of the wavefunctions considered.

Show that in the $\beta^-$-decay of $^{60}$Co (with initial angular momentum and parity $5^+$) into $^{60}$Ni (with final angular momentum and parity $4^+$), when taking into account the presence of only right-handed neutrinos (or left-handed antineutrinos), all electrons are emitted at 180° with respect to the orientation of the originally polarized nuclear spin 5 in the $^{60}$Co nuclei. Classify this particular beta-transition.

9. We give the atomic binding energy in the following elements: $^{163}$Ho ($Z = 67$) = 1329604 keV and $^{165}$Dy ($Z = 66$) = 1330389 keV. Which decay processes can occur in this particular case?

Data given: $(M(h) - M(^1H)).c^2 = 782$ keV.

10. Express the $Q$-value of beta-decay using the binding energy of the parent and daughter nuclei. We give the following values: $(m_e - m_{^1H}).c^2 = 0.782$ MeV, $2m_0c^2 = 1.022$ MeV.

We consider a given mass chain ($A = 141$) and give binding energy (in units MeV), spin and parity of the ground state for the various elements

<table>
<thead>
<tr>
<th>Z</th>
<th>Binding Energy (MeV)</th>
<th>Spin</th>
<th>Parity</th>
</tr>
</thead>
<tbody>
<tr>
<td>54</td>
<td>1164.82</td>
<td>7/2^-</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>1170.04</td>
<td>7/2^-</td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>1174.24</td>
<td>5/2</td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>1176.48</td>
<td>5/2</td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>1178.13</td>
<td>7/2^-</td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>1177.93</td>
<td>5/2</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>1175.33</td>
<td>3/2^-</td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>1170.82</td>
<td>3/2^-</td>
<td></td>
</tr>
</tbody>
</table>

Describe, moreover, which type of beta-decay results in each case ($\beta^-$, $\beta^+$, electron capture, etc) as well as the nature (allowed, first-forbidden, etc) of the decay process.

11. Discuss the recoil energy for $\alpha$-, $\beta$- and $\gamma$-decay.

Calculate and compare the order of magnitude in each case for a nucleus with mass number $A = 40$, $Z = 20$ and an equal $Q$-value ($Q_\alpha = Q_\beta = Q_\gamma = 5$ MeV). In which decay process can one neglect this recoil energy and still have a satisfactory energy balance.

12. Derive an approximate half-life for an electric dipole transition corresponding to a gamma emission of 1 MeV for a nucleus with mass number $A = 140$. 
13. In the discussion in section 6.3 when deriving the electromagnetic transition matrix element, the dipole approximation is used (equation (6.40)). Show that if we go beyond this approximation and also consider the next term in the expansion of the plane wave, an operator results that is able to describe both M1 (magnetic dipole) and E2 (electric quadrupole) transitions. Explain why both an M1 and E2 transition may occur. Using a full expansion of the plane wave in spherical harmonics, it is possible to derive a general expression for the electromagnetic transition operators.

14. Modify the electric dipole decay constant, as derived in equation (6.51) (where a matrix element over the nuclear coordinate $r$ results), in order to show the equivalence with the Larmor 'radiation' formula (equation (6.15)) explicitly.
PART C

NUCLEAR STRUCTURE:
AN INTRODUCTION

In Part A we discussed a number of aspects relating to the constituents of the atomic nucleus and their influence on its basic properties and transmutations. In Part B the time dependence of various forces (strong, weak, electromagnetic) acting in the nucleus were studied. Now, in Part C we examine in more detail how the atomic nucleus and its basic excitations can be understood, starting from the nucleon–nucleon interaction.

We shall discuss some complementary aspects, namely collective (global) properties related to a liquid drop model approach used to describe a number of smoothly varying properties, in particular the nuclear binding energy (Chapter 7). In Chapter 8 a simple exposition is given of an independent nucleon model describing the nucleus as a non-interacting Fermi gas. In Chapter 9, we go further by explaining the experimental facts which lead to the nuclear shell model and discuss a solvable model using the harmonic oscillator potential as an approximation to the average single particle field. In Chapter 10, we collate the evidence for an average, mainly independent particle model to the underlying nucleon–nucleon force, using the Hartree–Fock method.

Within a number of the boxes, we relate these chapters on aspects of nuclear structure with more recent models for describing the atomic nucleus. At the same time we come into contact with other domains in physics, such as astrophysics, computing in physics, etc.
7

THE LIQUID DROP MODEL APPROACH: A SEMI-EMPIRICAL METHOD

7.1 Introduction

The liquid drop model was historically the first model to describe nuclear properties. The idea came primarily from the observation that nuclear forces exhibit saturation properties. The binding energy per nucleon, \( BE(A, Z)/A \), is a clear indication of this observation (figure 7.1): a non-saturated force would lead to a binding energy given by the \( A(A - 1)/2 \) nucleon 2-body interaction energy, in total contradiction with the observation of figure 7.1. Also, the nucleus presents a low compressibility and so a well defined nuclear surface. It is soon clear though, that the liquid drop model taken as a fully classical model, cannot be extrapolated too far in the atomic nucleus.

(i) In the inset in figure 7.1, spikes on \( BE(A, Z)/A \) appear at values \( A = 4n \) (\( n = 1 \) \(^4\)He, \( n = 2 \) \(^8\)Be, \( n = 3 \) \(^{12}\)C, \( n = 4 \) \(^{16}\)O, \ldots) and present a favoured \( n \) \( \alpha \)-particle-like structure reflecting aspects of the nucleon–nucleon force.

(ii) In a liquid, the average distance between two fluid ‘particles’ is about equal to that value where the potential interaction energy is a minimum, which, for the nuclear interaction is \( \approx 0.7 \text{ fm} \) (figure 7.2). The nucleons are, on average, much farther apart. An important reason is the fact that fermions are Fermi–Dirac particles so we are considering a Fermi liquid. The Pauli principle cuts out a large part of nucleon 2-body interactions since the nearby orbitals in the nuclear potential are occupied (up to the Fermi level). Scattering within the Fermi liquid is a rare process compared to collision phenomena in real, macroscopic fluid systems. Thus, the mean free path of a nucleon, travelling within the nucleus easily becomes as large as the nuclear radius (see figures 7.3(a) and (b)) and we are working mainly with a weakly interacting Fermi gas (see Chapter 8).

(iii) Saturation of binding energy results in a value of \( BE(A, Z)/A \approx 8 \text{ MeV} \) independent of \( A \) and \( Z \) and represents charge independence of the nuclear interaction in the nucleus. Each nucleon interacts with a limited number of nucleons, a conclusion that can be derived by combining the Pauli principle with Heisenberg’s uncertainty principle, and the short-range character of the nucleon–nucleon force. The simple argument runs as follows:

\[
\Delta E \cdot \Delta t \approx \hbar \\
d \approx \Delta t \cdot c \approx \frac{\hbar}{\Delta E} \cdot c \approx \frac{\hbar \cdot mc^2}{mc \cdot \Delta E}.
\]

With \( \Delta E \) for a 2-body interaction in the central zone of the nucleus, \( \Delta E \approx 200 \text{ MeV} \) and \( d \approx 1 \text{ fm} \). The total binding energy is now the subtle difference between the total kinetic and potential energy (figure 7.2): the kinetic energy rapidly increases with
Figure 7.1. Binding energy per nucleon as a function of the atomic mass number \( A \). The smooth curve represents a pure liquid drop model calculation. Deviations from the curve occur at various specific proton (\( Z \)) and neutron (\( N \)) numbers. In the inset, the very low mass region is presented in an enlarged figure. (Taken from Valentin 1981.)

decreasing internucleon distance whereas the potential energy becomes negative. For small distances (\( d \lesssim 1 \) fm), the kinetic energy dominates giving a total positive energy. For large distances (\( d \gtrsim 3 \) fm) there is almost no nuclear interaction remaining. A weak minimum develops at \( r_0 \simeq 1.2 \) fm; the equilibrium value. So, this explains the limited number of nucleons interacting through the nucleon–nucleon interaction in the nucleus.

7.2 The semi-empirical mass formula: coupling the shell model and the collective model

As is clear from the introductory section, the binding energy shows a smooth variation with \( A \) and \( Z \) and a liquid drop model (or collective model) approach can be assumed to describe this smooth variation. A number of indications, however, show the need for specific shell model corrections to this liquid drop model. As is clear in figure 7.3(a), the motion of nucleons in the average potential \( U(r) \) will be given by the Schrödinger
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Figure 7.2. Balancing effect between the repulsive kinetic and attractive potential energy contribution to the total nuclear binding energy, all expressed as MeV per nucleon. It is shown that the total binding energy is a rather small, negative value (≈ 8 MeV/nucleon) and results as a fine balance between the two above terms. The various energy contributions are given as a function of the internuclear distance. (Taken from Ring and Schuck 1980.)

The equation

\[- \frac{\hbar^2}{2m} \Delta \varphi(\vec{r}) + U(r)\varphi(\vec{r}) = E\varphi(\vec{r}).\]  \hspace{1cm} (7.2)

In parametrizing the main effects of the nuclear single-particle motion we will use the fact that nucleons move in a simpler potential and postpone a more detailed shell model study until Chapter 9.

The collective, or liquid drop, model aspects come from (in a simplest approach) a spherical, liquid drop with a surface described by \(R(\theta, \varphi) = R_0\). If we proceed further, and allowing deformation effects to influence the nuclear, collective dynamics, a surface can be depicted as (figure 7.4)

\[R(\theta, \varphi) = R_0 \left( 1 + \sum_{\lambda\mu} \alpha_{\lambda\mu} Y_{\lambda\mu}^*(\theta, \varphi) \right).\]  \hspace{1cm} (7.3)

where \(Y_{\lambda\mu}(\theta, \varphi)\) describe the spherical harmonics. The small amplitude oscillations when \(\alpha_{\lambda\mu} = \alpha_{\lambda\mu}(t)\) then give rise to a harmonic oscillator approximation resulting in the
Figure 7.3. (a) Illustration of two interacting nucleons moving in deeply-bound orbitals in the nuclear potential. Very few final states, due to the Pauli principle, are available to the scattered nucleons and a rather large, free mean path results. (b) The nucleon mean free path in nuclear matter. The shaded band indicates the data for \(^{40}\text{Ca}\), \(^{90}\text{Zr}\) and \(^{208}\text{Pb}\). The various data points given are explained by Rego (1991). The theoretical curves, dashed curve for Dirac-Brueckner and full line for an optical potential, are discussed by Rego (1991) also.

Collective dynamics with a Hamiltonian (figure 7.5)

\[
H = \sum_{\lambda, \mu} \left( \frac{B_{\lambda}}{2} |\alpha_{\lambda \mu}|^2 + \frac{C_{\lambda}}{2} |\alpha_{\lambda \mu}|^2 \right).
\]  

Equation (7.4)

Quantization then gives the nuclear, collective model of motion. This discussion is taken up again in Part D. For the liquid drop behaviour we examine the static potential energy to find a correct parametrization over a large \(A\) interval.

Figure 7.4. Nuclear, collective model description. A description of the nuclear surface \(R(\theta, \varphi)\) is given in terms of the spherical coordinates \(\theta, \varphi\) for each point. Excursions from a spherical into an ellipsoidal shape are indicated.
Figure 7.5. Nuclear density variations are mainly situated in the nuclear surface region for a nuclear radius $R_0$. The density variation leads to oscillatory quantum mechanical motion described by the various multipole components $\lambda$ which are described by the $Y_{\lambda \mu}(\theta, \varphi)$ spherical harmonics.

7.2.1 Volume, surface and Coulomb contributions

The three terms discussed represent the energy contributions for a charged drop and their dependence on the number of nucleons $A$ and protons $Z$.

(i) The volume term expresses the fact that the nuclear force is saturated and thus, a certain part of the nuclear interior represents a given binding energy contribution. Expressing the large, overall constancy of $BE(A, Z)/A$ this term gives

$$BE(A, Z) = a_v A,$$

as the major dependence.

The various liquid drop corrections will reduce the binding energy to the more realistic value of $\approx 8$ MeV per nucleon.

(ii) The surface effect takes into account, in a simple way, the fact that nucleons at, or close to, the nuclear surface will have a reduced binding energy since only partial surrounding with nucleons is possible, for a nucleus with a finite radius. This is pictorially represented in figure 7.6. The correction will be proportional to the nuclear surface area ($4\pi R^2$), and we obtain

$$BE(A, Z) = a_v A - a_s A^{2/3},$$

as a revised value.

Figure 7.6. Pictorial representation of nuclear surface effects on binding energy. Nucleons at or near to the nuclear surface are less strongly bound than a nucleon within the nuclear interior.
(iii) Coulomb effects result since a charge of $Ze$ is present within the nuclear volume. For a homogeneously charged liquid drop with sharp radius $R$ and density

$$\rho_c = \frac{Ze}{\frac{4}{3} \pi R^3},$$

one can evaluate the Coulomb contribution to the nuclear binding energy by a classical argument. The Coulomb energy needed to add a spherical shell, to the outside of the sphere with radius $r$, to give an increment $dr$ becomes

$$U_c' = \frac{1}{4 \pi \varepsilon_0} \int_0^R \frac{\frac{4}{3} \pi r^3 \rho_c 4 \pi r^2 \rho_c}{r} dr.$$  

(7.8)

Using the above charge density, the integral becomes (figure 7.7)

$$U_c' = \frac{3}{5} \frac{Z^2 e^2}{R} \frac{1}{4 \pi \varepsilon_0}.$$  

(7.9)

Figure 7.7. Evaluation of the Coulomb energy of a liquid, spherical charged drop. The Coulomb energy is evaluated by calculating the energy needed to constitute the full nuclear charge in terms of spherical shells $dr$ filled in one after the other (a). The electrostatic potential energy calculation reduces to the Coulomb energy between a central charge $\frac{4}{3} \pi r^3 \rho_c$ and the charge in an infinitesimal shell $4 \pi r^2 dr \rho_c$ shown as (b).

In the argument used above we have smoothed out the charge of $Z$ nucleons over the whole nucleus. In this evaluation we have counted a self-energy Coulomb interaction which is spurious and we should correct for the effect of $Z$ protons. Using the same method as before but now with the proton smeared charge density

$$\rho_p = \frac{e}{\frac{4}{3} \pi R^3},$$

(7.10)

and a self-Coulomb energy, for the $Z$ protons, as

$$U_c'' = \frac{3}{5} \frac{Z e^2}{R} \frac{1}{4 \pi \varepsilon_0},$$

(7.11)

the total Coulomb energy correction becomes

$$U_c = U_c' - U_c'' = \frac{3}{5} \frac{Z (Z - 1)}{R} \frac{1}{4 \pi \varepsilon_0}.$$  

(7.12)
or, parametrized using the variables $A, Z$,

$$U_c = a_c Z (Z - 1) A^{-1/3}.$$  \hfill (7.13)

The combined effect then gives the binding energy

$$BE(A, Z) = a_v A - a_s A^{2/3} - a_c Z (Z - 1) A^{-1/3},$$  \hfill (7.14)

or, per nucleon,

$$BE(A, Z)/A = a_v - a_s A^{-1/3} - a_c Z (Z - 1) A^{-4/3},$$  \hfill (7.15)

the behaviour of which is shown in figure 7.8. The surface energy gives the largest correction for smallest $A$ ($A^{-1/3}$ effect) whereas the Coulomb energy correction, taking a simple estimate of $Z = A/2$, is largest for heavy nuclei with many protons ($A^{2/3}$ effect). The two terms taken together produce a maximum in the $BE(A, Z)/A$ curve, already very close to the region of most strongly bound (per nucleon) nuclei. It is also clear from this figure that fusion of light nuclei towards $A \cong 56$ and fission of very heavy (actinide nuclei) will be processes liberating a large amount of energy.

![Figure 7.8](image.png)

**Figure 7.8.** The various (volume, surface, Coulomb, asymmetry) energy terms contributing to the nuclear binding energy (per nucleon). (Taken from Valentin 1981.)

For nuclei, which deviate from a spherical shape, both the surface and Coulomb energy corrections will change in a specific way. If we denote the nucleus with its lowest deformation multipoles via the ($\theta, \varphi$) expansion

$$R = R_0 (1 + \alpha_2 P_2 (\cos \theta) + \alpha_4 P_4 (\cos \theta)), \hfill (7.16)$$

correction functions for surface energy $g(\alpha_2, \alpha_4)$ and for Coulomb energy $f(\alpha_2, \alpha_4)$ appear in the expression for $BE(A, Z)$, i.e. we obtain a result

$$BE(A, Z) = a_v A - a_s g(\alpha_2, \alpha_4) A^{2/3} - a_c f(\alpha_2, \alpha_4) Z (Z - 1) A^{-1/3}. \hfill (7.17)$$

A simple illustration of the above modification is obtained for an ellipsoidal deformation and, retaining a constant volume for the deformation, we get the major axis

$$a = R (1 + \epsilon), \quad \left( \epsilon = \sqrt{1 - (b^2/a^2)} \right). \hfill (7.18)$$
and the minor axis \[ b = R(1 + \varepsilon)^{-1/2}, \] (7.19)

with volume \( V = \frac{4}{3}\pi ab^2 \simeq \frac{4}{3}\pi R^3 \). Using the parameter of deformation \( \varepsilon \), the surface and Coulomb energy terms become

\[
E_s = a_s A^{2/3}(1 + \frac{2}{5}\varepsilon^2) \\
E_c = a_c Z(Z - 1)A^{-1/3}(1 - \frac{1}{5}\varepsilon^2). \tag{7.20}
\]

The total energy change, due to deformation, reads

\[
\Delta E = \Delta E_s + \Delta E_c = \varepsilon^2\left[\frac{2}{5}A^{2/3}a_s - \frac{1}{5}a_c Z(Z - 1)A^{-1/3}\right]. \tag{7.21}
\]

We use the simplification \( Z(Z - 1) \rightarrow Z^2 \) and the best fit values for \( a_s \) and \( a_c \): 17.2 MeV and 0.70 MeV, respectively. Then if \( \Delta E > 0 \), the spherical shape is stable, and results in the limit \( Z^2/A < 49 \).

The curve, describing the potential energy versus nuclear distance between two nuclei has the qualitative shape, given in figure 7.9 by the dashed line. The point at \( \varepsilon = 0 \) corresponds to the spherical nucleus. For large separation, calling \( r = R_1 + R_2 \) (with \( R_1 \) and \( R_2 \) the radii of both fragments), the energy varies according to the Coulomb energy

\[
U_c = \frac{Z_1 Z_2 e^2}{4\pi \varepsilon_0 r}. \tag{7.22}
\]

Deformation complicates the precise evaluation of the full total potential energy and requires complicated fission calculations.

### 7.2.2 Shell model corrections: symmetry energy, pairing and shell corrections

As explained before, even though the nuclear binding energy systematics mimics the energy of a charged, liquid drop to a large extent, the specific nucleon (Dirac–Fermi statistics) properties of the nuclear interior modify a number of results. They represent manifestations of the Pauli principle governing the occupation of the single-particle orbitals in the nuclear, average field and the nucleonic residual interactions that try to pair-off identical nucleons to \( 0^+ \) coupled pairs.

(i) **Symmetry energy** In considering the partition of \( A \) nucleons (\( Z \) protons, \( N \) neutrons) over the single-particle orbitals in a simple potential which describes the nuclear average field, a distribution of various nuclei for a given \( A \), but varying \( (Z, N) \), will result. The binding energy of these nuclei will be maximum when nucleons occupy the lowest possible orbitals. The Pauli principle, however, prevents the occupation of a certain orbital by more than two identical nucleons with opposite intrinsic spin orientations. The symmetric distribution \( Z = N = A/2 \) proves to be the energetically most favoured (if only this term is considered!). Any other repartition, \( N = (A/2) + \nu \), \( Z = (A/2) - \nu \), will involve lifting particles from occupied into empty orbitals. If the average energy separation between adjacent orbitals amounts to \( \Delta \), replacing \( \nu \) nucleons will cost an energy loss of (figure 7.10)

\[
\Delta E_{\text{binding}} = \nu \left( \Delta \frac{\nu}{2} \right). \tag{7.23}
\]
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Figure 7.9. Potential energy function for deformations leading to fission. The liquid drop model variation along a path leading to nuclear fission (dashed line) as well as a more realistic determination of the total energy (using the Strutinsky method as explained in Chapter 13) are shown as a function of a general deformation parameter.

Figure 7.10. Schematic single-particle model description (Fermi-gas model, see Chapter 8) for evaluating the nuclear asymmetry energy contribution for the total nuclear system. Two different distributions of $A$ nucleons over the proton and neutron orbitals with twofold (spin) degeneracy ($N = Z = A/2$ and $N = A/2 + v, Z = A/2 - v$) are shown. The average nuclear level energy separation is denoted by the quantity $\Delta$ (see text).

and, with $v = (N - Z)/2$, this becomes

$$\Delta E_{\text{binding}} = \frac{1}{8} (N - Z)^2 \Delta.$$ (7.24)

The potential depth $U_0$, describing the nuclear well does not vary much with changing mean number: for the two extremes $^{16}\text{O}$ and $^{208}\text{Pb}$, the depth does not change by more than 10% (see Bohr and Mottelson 1969, vol 1) and thus, the average energy
spacing between the single particles, $\Delta$, should vary inversely proportionally to $A$ or,

$$\Delta \propto A^{-1}. \quad (7.25)$$

The final result, expressing the loss of symmetry energy due to the Pauli effect which blocks the occupation of those levels that already contain two identical nucleons, becomes

$$BE(A, Z) = a_1 A - a_2 A^{2/3} - a_3 Z(Z - 1)A^{-1/3} - a_4 (A - 2Z)^2 A^{-1}. \quad (7.26)$$

The relative importance of this symmetry (or asymmetry) term is illustrated in figure 7.8, where the volume term, surface term and Coulomb term are also drawn. A better study of the symmetry energy can be evaluated using a Fermi gas model description as the most simple independent particle model for nucleons moving within the nuclear potential. This will be discussed in Chapter 8 giving rise to a numerical derivation of the coefficient $a_4$.

(ii) Pairing energy contribution Nucleons preferentially form pairs (proton pairs, neutron pairs) in the nucleus under the influence of the short-range nucleon-nucleon attractive force. This effect is best illustrated by studying nucleon separation energies.

In Chapter 1, we have expressed the nuclear binding energy as the energy difference between the rest mass, corresponding to A free nucleons and A nucleons, bound in the nucleus. Similarly, we can define each of the various separation energies as the energy needed to take a particle out of the nucleus and so this separation energy becomes equal to the energy with which a particular particle (or cluster) is bound in the nucleus.

Generally, we have expressed the binding energy as

$$BE(A, Z) = ZM_pc^2 + N M_n c^2 - M'({KX_N}) c^2. \quad (7.27)$$

The 'binding energy' with which the cluster $\frac{A'}{2} Y_{N'}$ is bound in the nucleus $\frac{A}{2} X_N$ (with in general $A' \ll A$, $Z' \ll Z$, $N' \ll N$) becomes $(A'' = A - A'$, $Z'' = Z - Z'$, $N'' = N - N'$)

$$S_Y = M'({\frac{A}{2} X_N}) c^2 + M'({\frac{A'}{2} Y_{N'}}) c^2 - M'({\frac{A''}{2} X_N}) c^2. \quad (7.28)$$

or, rewritten, using the binding energy for the nuclei X, Y and U,

$$S_Y = BE(A, Z) - [BE(A', Z') + BE(A'', Z'')]. \quad (7.29)$$

For a proton and a neutron, this becomes,

$$S_p = BE(A, Z) - BE(A - 1, Z - 1)$$
$$S_n = BE(A, Z) - BE(A - 1, Z). \quad (7.30)$$

respectively. The separation energy for an $\alpha$-particle reads

$$S_\alpha = BE(A, Z) - BE(A - 4, Z - 2) + BE(4, 2)). \quad (7.31)$$

In mapping $S_p$ and $S_n$ values, a specific saw-tooth figure results (see figure 7.11 for $S_n$ values in the Ce isotopes for $70 \leq N \leq 90$). This figure very clearly expresses the fact that it costs more energy (on average 1.2–1.5 MeV) to separate a neutron (for Ce one has $Z = 58$) from a nucleus with even neutron number, than for the adjacent odd-neutron number nuclei. There is an overall trend which is not discussed at present, but the above
point proves an odd–even effect showing that even–even nuclei are more bound than odd–even nuclei by an amount which we call $\delta$. Proceeding to an odd–odd nucleus we have to break a pair, relative to the odd–even case and lose an amount $\delta$ of binding energy. Taking the odd–even nucleus as a reference point we can then express the extra pairing energy correction as

$$
\Delta E_{\text{pair}} = \begin{cases} 
+\delta & (\text{e–e}) \\
0 & (\text{o–e}) \\
-\delta & (\text{o–o})
\end{cases}
$$

(7.32)

![Figure 7.11. Single-neutron separation energy $S_n$ for the even–even and even–odd Ce ($Z = 58$) nuclei. Besides a sudden lowering in the average $S_n$ at $N = 82$, a specific odd–even staggering, proving a nucleon pairing effect, is well illustrated.](image)

Combining all of the above results, derived in 7.2.1 and 7.2.2, we obtain a semi-empirical mass equation

$$
BE(A, Z) = a_v A - a_c A^{2/3} - a_c Z(Z - 1) A^{-1/3} - a_A (A - 2Z)^2 A^{-1} + \begin{cases} 
+\delta & \\
0 & \\
-\delta &
\end{cases}
$$

(7.33)

This final form is commonly known as the Bethe–Weizsäcker mass equation. Using fits of known masses to this equation one can determine the coefficients $a_v, a_s, a_c, a_A$ and $a_p$ (when expressing $\delta \approx a_p A^{-1/2}$ which is obtained in an empirical way). A fit by Wapstra gives the values (Wapstra 1971)

$$
\begin{align*}
  a_v &= 15.85 \text{ MeV} \\
  a_s &= 18.34 \text{ MeV} \\
  a_c &= 0.71 \text{ MeV} \\
  a_A &= 23.21 \text{ MeV} \\
  a_p &= 12 \text{ MeV}.
\end{align*}
$$

The volume energy amounts to almost 16 MeV per nucleon: the various corrections then steadily bring this value towards the empirical value as observed throughout the nuclear mass region. The pairing coefficient is perhaps less well determined: we illustrate its behaviour in figure 7.12.
Figure 7.12. The odd–even mass differences for neutrons (upper part) and protons (lower part) ($\Delta \equiv \delta$ of text), which are based on the analysis of Zeldes et al (1967).

In this figure the smooth curve represents a fit to the data with a very good correspondence. Slight, systematic variations, however, occur. Plotting the difference $M_{\text{exp}} - M_{\text{sq.drop}}$ (in MeV units) a set of specific results becomes clear: nuclei are more bound than the liquid drop model predicts near proton ($Z$) and/or neutron number ($N$): 20, 28, 50, 82, 126. This points towards a shell structure within the nuclear single particle motion evidenced by figure 7.13 in a most dramatic way. This has implications to be discussed later in Chapter 9.

7.3 Nuclear stability: the mass surface and the line of stability

From the Bethe–Weizsäcker binding energy relation, we can obtain a mass equation by equating the nuclear binding energy in equations (7.33) and (7.27). This results in the nuclear mass equation

$$M'(\frac{4}{3}X_N)c^2 = ZM_p c^2 + (A - Z)M_n c^2 - a_s A + a_s A^{2/3} + a_c Z(Z - 1)A^{-1/3} + a_\lambda (A - 2Z)^2 A^{-1} + \frac{\delta}{0} - \frac{0}{\delta}.$$  

(7.34)
Figure 7.13. Nuclear (liquid drop) masses and the deviations with respect to the nuclear data and this, as a function of proton and neutron number. The shell closure effects are shown most dramatically (adapted from Myers 1966).
For each $A$ value this represents a quadratic equation in the proton number $Z$ i.e.

$$M'\left(\frac{A}{2}X_N\right)c^2 = xA + yZ + zZ^2 + 0.$$  \hspace{1cm} (7.35)

In this simplified form, one has

$$x = M_ne^2 - a Ae + a_A e^{-1/3}$$
$$y = (M_p - M_n)e^2 - 4a Ae - a_A e^{-1/3}$$
$$z = a Ae^{-1/3} + 4a Ae^{-1}.$$  \hspace{1cm} (7.36)

We can now determine, for each $A$ value, the nucleus with the lowest mass (largest binding energy), by solving the equation

$$\frac{\partial}{\partial Z}(M'\left(\frac{A}{2}X_N\right)) = 0,$$  \hspace{1cm} (7.37)

or

$$Z_0 = \frac{-y}{2z}.$$  \hspace{1cm} (7.38)

Feeding in the specific $y$ and $z$ values, this results in the most stable $Z_0$ value

$$Z_0 = \frac{4a_A + (M_n - M_p)e^2 + a Ae^{-1/3}}{8a Ae^{-1} + 2a Ae^{-1/3}}.$$  \hspace{1cm} (7.39)

This can be brought into the more transparent form

$$Z_0 = \frac{A/2 + (M_n - M_p)e^2 A/8a Ae + a A^{2/3}/8a Ae}{1 + \frac{1}{3}(a Ae/Ae) A^{2/3}}.$$  \hspace{1cm} (7.40)

The second and third terms in the numerator both become negligible relative to the $A/2$ factor, which gives the main effect. The approximate, but very useful expression, reads

$$Z_0 = \frac{A/2}{1 + \frac{1}{3}(a Ae/Ae) A^{2/3}} = \frac{A/2}{1 + 0.0077 A^{2/3}}.$$  \hspace{1cm} (7.41)

This curve $Z_0 = Z_0(A, a Ae, a Ae)$ gives the projection of the minimum points of the nuclear mass surface (figure 7.14) on the $(N, Z)$ plane and proceeds, initially, as $Z_0 \simeq A/2$ (for small $A$ values) or, along the diagonal. For large $A$, deviations towards $N$ values, larger than $Z$, become important. A realistic plot, representing the nuclei in the $(N, Z)$ plane (figure 7.15) shows this drastic deviation in a very clear way.

A number of interesting results can be derived from this mass surface and from the semi-empirical mass equation.

(i) If we make cuts through the surface, for a given $A$ value (see figure 7.16); a parabolic behaviour of nuclear masses shows up. For odd $A$ values, in the $A = 101$ chain as an example, only one stable nucleus results. The various elements then have $\beta^\pm$ (or $EC$) decay towards the only stable element at (or near) the bottom of the parabola.
For even $A$ nuclei, on the other hand, both even-even and odd-odd nuclei can occur and (because of the $\pm \delta$ value) two parabolae are implied by the mass equation. For $A = 106$, we present the various decay possibilities. The two parabolae are shifted over the interval $2\delta$. In many cases for $A$ = even, more than one stable element results. These are cases where double-beta decay processes could occur. There are even cases with three 'stable' elements which depend on the specific curvature of the parabola and the precise location of the integer $Z$ values.
Figure 7.15. Distribution of the observed nuclei as a function of $N$ and $Z$. Stable nuclei are shown as empty squares and occur in between the nuclei that are unstable against beta-decay, shown as the region of partially filled squares. Unstable nuclei can also decay by various other decay modes (nucleon emission, alpha-decay, fission, etc). (Taken from Wong, Introductory Nuclear Physics © 1990. Reprinted by permission of Prentice-Hall, Englewood Cliffs, NJ.)

(ii) The semi-empirical mass equation, shows various constraints on the range of possible $A$, $Z$ values and stability against a number of radioactive decay processes can be determined. Spontaneous $\alpha$-decay ($S_\alpha = 0$) follows from the equation

$$BE(\frac{A}{2}X_N) - [BE(\frac{A-4}{2}Y_{N-2}) + BE(\frac{3}{2}\text{He}_2)] = 0.$$  \hspace{1cm} (7.42)

The limit to the region for spontaneous $\alpha$-emitters can be obtained from equation (7.33). In general, lifetimes for $\alpha$ emission become very short in the actinide region so that the last stable elements occur around $A \simeq 210$. The condition $S_n = 0$ ($S_p = 0$), similarly indicates the borderline where a neutron (proton) is no longer bound in the nucleus: this line is called the neutron (proton) drip line and is schematically drawn in Box 7b.

(iii) The energy released in nuclear fission, in the simple case of symmetric fission of the element $(A, Z)$ into two nuclei $(A/2, Z/2)$ is

$$E_{\text{fission}} = M'(\frac{A}{2}X_N)c^2 - 2M'(\frac{A}{2}Y_{N/2})c^2.$$  \hspace{1cm} (7.43)

Using a simplified mass equation (replacing $Z(Z - 1) \rightarrow Z^2$ and neglecting the pairing correction $\delta$) one obtains

$$E_{\text{fission}} = [a_A A^{2/3}(1 - 2^{1/3}) + a_c Z^2 A^{-1/3}(1 - 2^{-2/3})]c^2 = (-5.12 A^{2/3} + 0.28 Z^2 A^{-1/3})c^2.$$  \hspace{1cm} (7.44)

This value becomes positive near $A \simeq 90$ and reaches a value of about 185 MeV for $^{236}$U. For these fission products, neutron-rich nuclei are obtained which will decay by the
Figure 7.16. Left: the energy (in MeV) of various nuclei with mass number of $A = 101$. The zero point on the energy scale is chosen in an arbitrary way. Right: a similar figure but for $A = \text{even}$ and $A = 106$. Various decay possibilities are presented in each case by full lines with an arrow. (Taken from Segré, *Nuclei and Particles*, 2nd edn © 1982 Addison-Wesley Publishing Company. Reprinted by permission.)

emission of $n \rightarrow p + e^- + \bar{\nu}_e$. So, a fission process is a good generator of $\bar{\nu}_e$ antineutrinos of the electron type; the fusion process on the other hand will mainly give rise to $\nu_e$ electron neutrino beta-decay transitions.
Box 7a. Neutron star stability: a bold extrapolation

By adding a gravitational binding energy term to the regular binding energy expression of equation (7.33), negligible corrections are added for any normal nucleus. The binding energy for a nucleus $^A_2 X_N$ now reads

$$BE(A, Z) = a_c A - a_s A^{2/3} - a_c Z(Z - 1) A^{-1/3} - a_A (A - 2Z)^2 A^{-1} + \delta^+ + 0^+ + \frac{3}{5} \frac{G}{r_0} M^2 A^{-1/3}.$$  \hspace{1cm} (7a.1)

We can, however, use this simple equation to carry out a bold extrapolation using the parameters $a_c$, $a_s$, $a_A$ and $\delta$ as determined from known masses.

Applying the equation to a hypothetical 'neutron' nucleus, where Coulomb energy becomes zero and neglecting the pairing energy $\delta$ and even the surface term $A^{2/3}$ is negligible with respect to the volume term, we look to see if such an object can exist in a bound state, i.e., have positive binding energy $BE(A, Z)$. We look to the limiting condition, i.e., $BE(A, Z) = 0$ which gives rise to

$$a_c A - a_A A + \frac{3}{5} G \left( \frac{M^2}{r_0} A^{-1/3} \right) = 0.$$  \hspace{1cm} (7a.2)

Since $M = AM_n$, $R = r_0 A^{1/3}$ with $r_0 = 1.2$ fm, the resulting condition is

$$\frac{3}{5} G (M_n^2 / r_0) A^{2/3} = 7.5 \text{ MeV}.$$  \hspace{1cm} (7a.3)

Using known constants i.e., $G = 6.7 \times 10^{-11} \text{ Jm/kg}^2$, and that $1 \text{ MeV} = 1.602.10^{-13} \text{ J}$ and further using $M_n = 1.67 \times 10^{-27} \text{ kg}$ and $r_0 = 1.2 \times 10^{-15} \text{ m}$, the following are the limiting conditions for the 'neutron' nucleus

$$A \cong 5 \times 10^{55}$$

$$R \cong 4.3 \text{ km}$$

$$M \cong 0.045 M_\odot.$$  

More precise calculations give as a result for the mass, a value of about $0.1 M_\odot$.

The object we have obtained corresponds to a neutron star. Even though we have made a very naive extrapolation, it is very remarkable that extrapolating the semi-empirical mass equation produces the correct order of magnitude for known neutron stars. The extrapolation goes from $1 \leq A \leq 250$ to $A \cong 5 \times 10^{55}$, or extrapolating over 53 orders of magnitude. This clearly explains, though, that neutron stars are bound according to the rules given by the strong interaction; in particular the volume and asymmetry terms.
Approximately 288 stable or near-stable nuclear species, characterized by the number of neutrons, \( N \), and the number of protons, \( Z \), occur in nature. The total number of nuclear systems \((N, Z)\), radioactive but stable against prompt particle emission, is predicted to be about 6,000, but only about one-third of these have been observed. As shown in the figure, which does not include heavy and superheavy elements, the neutron-rich nuclei, many of which have yet to be identified, present a major challenge. For most elements, we simply do not know of reactions that will allow us to probe the region of the neutron drip line (see figure legend). Within the past few years there has, however, been remarkable progress in the techniques for studying the lightest elements, as exemplified by the recent work of Seth and co-workers. In a recent paper they describe a spectroscopic study of the nucleus \( ^{19}_2\text{He} \), which has five more neutrons than the usual \( ^{16}_8\text{He} \) nucleus, taking it a beyond the neutron drip line.

Working at the Los Alamos Meson Physics Facility, Seth and co-workers used a special planar octant spectrometer (EPICS) to observe double-charge-exchange reactions of the type \( ^{20}_8\text{Be} \left( p, p'\right) ^{20}_2\text{He} \), in which a negatively charged pion impinging on the static beryllium nucleus is converted into a positive pion, and two protons in the nucleus become neutrons, to give the helium nucleus. The spectroscopy involves determining the intensity of the scattered pions as a function of their loss of energy (having allowed for the recoil of the target nucleus). A resonance in the spectrum corresponds to a bound or quasi-stationary state of the product nucleus.

Early results reported at the 1983 Helsingfors conference showed that the spectrum displays a broad distribution, reflecting all the possible states of the non-resonant break-up products, and also a peak attributed to the \( ^{16}_8\text{He} \) ground state. The new experiment, with improved resolution and statistics, confirms the analysis and also reveals additional peaks representing excited states of \( ^{16}_8\text{He} \). The ground state is unbound by \( 1.3\pm 0.9 \) MeV with respect to neutron emission.

It is interesting that the measured ground-state masses of the neutron-rich helium nuclei turn out to be lower, which is to say that the system is more bound than semi-empirical estimates (Garvey-Kelson relations) based on measured masses from near-stability suggest. This could mean that these nuclei adjust to the neutron excess by assuming a structure that is different from the one encountered near stability. In other words, the properties of the neutron-rich nuclei are much more uncertain than normally assumed.

The double-charge-exchange reaction is of limited value for studying the drip line for heavier systems. Seth et al. point out that a search for the \( ^{20}_8\text{He} \) ground state would require a target of long-lived radioactive \( ^{19}_8\text{Be} \), not easily available in usable quantities. The heaviest bound system that can be reached from a natural target is \( ^{19}_8\text{Be} \), so the prospects for progress in this direction are limited.

The nuclear chart, Vertical scale, increasing nuclear charge, \( Z \), on which the chemical identity of the nucleus depends, horizontal scale, neutron number, \( N \). Black squares, stable isotopes. In a, the zig-zag lines are the experimental limits of known isotopes, the two smooth lines indicate the estimated limits towards prompt instability, the proton (upper) and neutron (lower) "drip lines." b shows the status for the light nuclei. The heavy line surrounds the (shaded) area of isotopes detected experimentally with half-lives longer than \( 10^{14} \) s. c shows the status for the heavy nuclei. The ground state is unbound by \( 1.3\pm 0.9 \) MeV with respect to neutron emission.

Fortunately, fragments from heavy-ion reactions at intermediate energy can be identified in flight, making possible studies of all bound isotopes of the lighter elements. In the past two years, this method has reached a new level of perfection in a series of experiments carried out at GANIL, the French heavy-ion laboratory in Caen, where energies of 30-100 MeV per nucleon are available. With the observation of the nuclei \( ^{16}_8\text{C} \) and \( ^{16}_8\text{N} \), all particle-stable isotopes of the seven elements up to nitrogen have been produced in the laboratory.

The essential tool in the GANIL experiments is the magnetic spectrometer LEB. Two dipole magnets select the mass-to-charge ratio \( A/Z \), and a degrader, placed between the magnets, causes an energy loss proportional to \( Z \). The net effect is a complete separation by mass and element, allowing the study of radiations from the stopped radioactive fragments. The flight time through the apparatus, about 10 s, limits the technique to nuclei with half lives longer than this value.

An interesting hint of an open problem in nuclear physics emerges from the pattern of particle-stable nuclei shown in the lower part of the figure, which combines information from many sources. The preponderance of even-\( N \) isotopes near the neutron drip line suggests that neutron pairing is essential for nuclear stability in this region. Pairing in nuclear paraffine denotes a structure in which the neutrons (or protons) are coupled in spin-zero pairs, where the two neutrons have the same orbital quantum numbers, and is a unique combination of pairs gives rise to a favoured, low-lying spin-zero ground state in even-even nuclei. For example, the proton isotopes are stable for masses \( A = 4, 6, 8 \), and unstable for \( A = 5, 7, 9 \).

The seven elements up to nitrogen show the same tendency: in each case the heaviest bound isotope, \( N = 2n - 1 \) unbound. In two cases, \( \text{helium and boron} \), the isotope with \( N = 3n - 3 \) is also unbound.

Superficially, the importance of pairing agrees well with the conventional wisdom that even-\( N \) nuclei are more strongly bound by \( 124\) MeV than odd-\( N \) nuclei (for even \( Z \)). The pairing strength, however, decreases as the neutron excess increases, as expressed by three approximately equivalent, semi-empirical relations* including an isospin- or (charge-) symmetry term. Extrapolations to the neutron drip line of these relations predict that pairing vanishes there. This is manifestly not the case. Neither the old treatment of pairing, which works well near the bottom of the stability valley, nor the new, improved approximation seems to hold near the drip line. The upshot is that experiments, in particular very accurate determinations of mass, will again have the last word, and our ideas about stability and structure of very neutron-rich nuclei will change in the next few years.

---


---

(Reprinted with permission of Nature © 1987 MacMillan Magazines Ltd.)
THE SIMPLEST INDEPENDENT PARTICLE MODEL: THE FERMI-GAS MODEL

Different model approaches try to accentuate various aspects of nuclear structure in a simple and schematic way. No single model, as yet, is detailed enough to encompass all aspects of the nucleus. At present we concentrate on a very simple, independent particle model: the Fermi-gas model where we consider all nucleons to move as elements of a fermion gas within the nuclear volume $V(\approx \frac{4}{3}\pi r_0^3 A)$. Because of the strong spatial confinement, the energy levels in this approach will be widely spaced. Only the lowest levels will be occupied, except for very high energies. For typical excitation energies of up to $\approx 10$ MeV, we can use a degenerate Fermi-gas model description.

8.1 The degenerate fermion gas

In figure 8.1, we present the two potential wells, one for neutrons and one for protons. The least bound nucleons have equal energy and the zero coincides. The two potentials, though, have slightly different shapes, mainly because of the Coulomb part: the well for protons is less deep because of the Coulomb potential by the amount $E_c$ and externally, the $1/r$ dependence of the Coulomb potential extends the range.

![Diagram of Fermi level and potential wells for neutrons and protons](image.png)

**Figure 8.1.** Nuclear square well potentials containing the available neutrons (left part) and protons (right part). The double-degeneracy, associated with nucleon intrinsic spin is presented. The various quantities refer to the neutron and proton Fermi energy, $E_{F,n}$ and $E_{F,p}$ respectively. The nuclear potential depth is given by $U_0$, the nucleon binding energy of the last nucleon by $B$ and the Coulomb energy $E_c$. The Fermi level of both systems is drawn at the same energy.
Each level (here drawn as equidistant which slightly deviates from the actual level spacing in such a square well) can contain two identical fermions with different spin orientations. For low excitation energy, called the temperature \( T = 0 \) limit, the levels are filled pairwise up to a Fermi level beyond which levels are fully unoccupied: this situation we call the degenerate Fermi gas. For quite high energies (temperature \( T_1 \)), a smooth redistribution of the occupancy results and only for very high excitation energies (\( T_2 \)) are all levels only partially occupied (figure 8.2). From the density of states obtained from a free Fermi gas confined to stay within a volume \( V \); the nuclear volume, we have

\[
n = \frac{2V}{(2\pi \hbar)^3} \int_0^{p_F} d^3 p.
\]

or

\[
n = \frac{V p_F^3}{3\pi^2 \hbar^3},
\]

and an expression for the Fermi momentum \( p_F \) is observed as

\[
p_F = \hbar \left( \frac{3\pi^2 n}{V} \right)^{1/3} = \hbar \left( \frac{3}{8\pi} \frac{n}{V} \right)^{1/3}.
\]

where \( n/V \) denotes the density and contributes to a quantum-mechanical pressure.

**Figure 8.2.** Occupation \( v^2(E) \) as a function of increasing level energy. The square distribution corresponds to a degenerate \( (T = 0) \) fermion gas distribution. Distribution (1) corresponds to a well excited \( (T \neq 0) \) situation whereas distribution (2), where the occupation is mainly independent of the level energy, corresponds to a very high excitation of the fermion assembly.

Applying the above arguments, first to the atomic nucleus, in order to obtain an idea of the well depth \( U_0 \), we know that we have a rather small number of protons \( (Z) \) and neutrons \( (N) \) to be distributed.

We can derive

\[
p_{F,n} = \frac{\hbar}{r_0} \left( \frac{9\pi N}{4A} \right)^{1/3}, \quad p_{F,p} = \frac{\hbar}{r_0} \left( \frac{9\pi Z}{4A} \right)^{1/3},
\]

for the neutron and proton Fermi momentum, respectively. In deriving this result we used for the nuclear volume, \( V = \frac{4}{3} \pi r_0^3 A \). A simple estimate of these Fermi momenta
can be reached by considering self-conjugate nuclei with \( N = Z = A/2 \), resulting in

\[
p_{F,n} \simeq p_{F,p} \simeq \frac{\hbar}{r_0} \left( \frac{9\pi}{8} \right)^{1/3}.
\] (8.5)

Using the combination, \( \hbar c = 197 \text{ MeV fm} \), this becomes

\[
p_{F,n} = p_{F,p} \simeq \frac{297}{r_0} \text{ MeV/c}.
\] (8.6)

The corresponding Fermi kinetic energy, using a value of \( r_0 = 1.2 \text{ fm} \), becomes

\[
E_F = \frac{p_{F,p}^2}{2m} = \frac{p_{F,n}^2}{2m} \simeq 33 \text{ MeV}.
\] (8.7)

This energy corresponds to the kinetic energy of the highest occupied orbit (smallest binding energy). Given the average binding energy \( B = 8 \text{ MeV} \), we can make a good estimate of the nuclear well depth of \( U_0 \simeq 41 \text{ MeV} \). In realistic calculations (see part D), values of this order are obtained.

One can also derive an average kinetic energy per nucleon and this gives (for non-relativistic motion)

\[
\langle E \rangle_p = \frac{\int_0^{p_{F,p}} E_{\text{kin}} d^3p}{\int_0^{p_{F,p}} d^3p} = \frac{3}{5} \frac{p_{F,p}^2}{2m} = \frac{3}{5} E_{F,p} \simeq 20 \text{ MeV}.
\] (8.8)

From the above discussion in the degenerate Fermi-gas model, even at zero excitation energy, a large amount of 'zero-point' energy is present and, owing to the Pauli principle, a quantum-mechanical 'pressure' results. We shall discuss this when presenting an extensive application to astrophysics in section 8.3.

### 8.2 The nuclear symmetry potential in the Fermi gas

Starting from the above results, and given a nucleus with \( Z \) protons and \( N \) neutrons, the total, average kinetic energy becomes

\[
\langle E(A, Z) \rangle = Z\langle E \rangle_p + N\langle E \rangle_n
\]

\[
= \frac{3}{10m} (Zp_{F,p}^2 + Np_{F,n}^2),
\] (8.9)

or, filling in the particular values for \( p_{F,p} \) and \( p_{F,n} \), derived in section 8.1, the average total kinetic energy reads

\[
\langle E(A, Z) \rangle = \frac{3}{10m} \frac{\hbar^2}{r_0^2} \left( \frac{9\pi}{4} \right)^{2/3} \left( \frac{N^{5/3} + Z^{5/3}}{A^{2/3}} \right).
\] (8.10)

This result (derived under the constraints that protons and neutrons move independently from each other and that the nucleon–nucleon interactions are considered to be present through the average potential well) can now be expanded around the symmetric case with
\[ N = Z = A/2. \] This expansion will lead to an expression for the symmetry energy and
we shall be able to derive a value for \( a_A \). Calling
\[ Z - N = \epsilon, \quad Z + N = A. \] (8.11)
we can substitute in equation (8.10), \( Z = A/2(1 + \epsilon/A); \) \( N = A/2(1 - \epsilon/A) \) and with \( \epsilon/A \ll 1 \) obtain
\[ \langle E(A, Z) \rangle = \frac{3}{10m} \frac{\hbar^2}{r_0^2} \left( \frac{9 \pi}{4} \right)^{2/3} A \left( \frac{1}{2} \right)^{5/3} \left[ (1 + \epsilon/A)^{5/3} + (1 - \epsilon/A)^{5/3} \right]. \] (8.12)
Inserting the binomial expansion
\[ (1 + x)^n = 1 + nx + \frac{n(n - 1)}{2} x^2 + \ldots \] (8.13)
and again replacing \( \epsilon \) by \( Z - N \) and keeping only the lowest non-vanishing terms in \( (Z - N) \), we obtain finally
\[ \langle E(A, Z) \rangle = \frac{3}{10m} \frac{\hbar^2}{r_0^2} \left( \frac{9 \pi}{8} \right)^{2/3} \left\{ A + \frac{5}{9} \frac{(N - Z)^2}{A} + \ldots \right\}. \] (8.14)
The first term is proportional to \( A \) and contributes to the volume energy. The next
term has exactly the form of the symmetry energy \( A, Z \) dependent term in the Bethe–
Weizsäcker mass equation. Inserting the values of the various constants \( m, \hbar, r_0, \pi \), we
obtain the result
\[ \langle E(A, Z) \rangle = \langle E(A, Z = A/2) \rangle + \Delta E_{\text{symm}} \]
\[ \Delta E_{\text{symm}} \approx 11 \text{ MeV}(N - Z)^2 A^{-1}. \] (8.15)
The numerical value is, however, about half the value of \( a_A \) as determined in Chapter 7.
Without discussing this point here in detail, the difference arises from the fact that the
nuclear well depth \( U_0 \) is itself also dependent on the neutron excess \( N - Z \) and makes up
for the missing contribution to the symmetry energy.

Higher-order terms with a dependence \( (N - Z)^3/A^3, \ldots \) naturally derive from the
more general \( \langle E(A, Z) \rangle \) value.

8.3 Temperature \( T = 0 \) pressure: degenerate Fermi-gas stability

The above study of quantum-mechanical effects, resulting from the occupation of a set
of single-particle levels according to the Fermi–Dirac statistics, can be applied to various
other domains of physics. In this section we study an extensive application to the stability
of Fermi-gas assemblies: in particular a degenerate electron gas and a degenerate neutron
gas.

We have derived the expression for the dependence of the Fermi momentum on the
particle density as
\[ p_F = \hbar \left( \frac{3}{8\pi} \frac{n}{V} \right)^{1/3}, \] (8.16)
and of the Fermi energy (in a non-relativistic case)

\[
E_F = \frac{\hbar^2}{8m} \left( \frac{3}{\pi} \frac{n}{V} \right)^{2/3}.
\]  
(8.17)

This Fermi-gas accounts for a pressure which has a quantum-mechanical origin. In statistical physics, one derives

\[
pV = n \left( \frac{mv^2}{3} \right) = \frac{2}{3} n\langle E \rangle,
\]
(8.18)
or

\[
p = \frac{2}{5} \frac{n}{V} E_F = \frac{\hbar^2}{20m} \left( \frac{3}{\pi} \frac{n}{V} \right)^{2/3} \left( \frac{n}{V} \right)^{5/3}.
\]
(8.19)

In the extreme relativistic case, where \(E_F = p_F c\), one can make an analogous calculation.

(i) Degenerate electron gas–white dwarf stars We shall derive the total energy \(E(r)\), as a function of the radius \(r\) of the object. The equilibrium condition arises from balancing the gravitational energy and the quantum-mechanical Fermi-gas energy for an electron system. The gravitational energy for a uniform sphere is

\[
E_G = -\frac{3}{5} \frac{GM^2}{r}.
\]
(8.20)

Consider a star to made be up of atoms with mass number \(A\). If \(n\) is the total number of nucleons, we have \(n/A\) nuclei with \(Z\) protons. If we call \(x\) the ratio \(x = Z/A\), then the total number of electrons (and protons) will be \(n_e = xn\). The total mass of the star becomes \(M \approx n M_p\) (\(M_p\): proton mass). We shall see that all electrons (and of course the nuclei) move non-relativistically in a star with small mass that is contracting after having exhausted its thermonuclear fuel. In the total kinetic energy, the nuclear part is negligible and thus, the total energy of the star becomes (if the thermal energy has become vanishingly small)

\[
E(r) = n_e \langle E \rangle_e + E_G
\]

\[
= \frac{3}{5} n_e E_F - \frac{3}{5} \frac{GM^2}{r},
\]
(8.21)

assuming uniform density. Using the equation (8.17) but now substituting \(m_e\) for \(m\), \(xn\) for \(n_e\) and \(V = \frac{4}{3} \pi r^3\), we obtain

\[
E(r) = \frac{3}{5} \frac{xn}{r^2} \frac{\hbar^2}{8m_e} \left( \frac{9}{4\pi^2} \frac{xn}{r^2} \right)^{2/3} - \frac{3}{5} \frac{Gn^2 M_p^2}{r}.
\]
(8.22)

This relation \(E(r)\) is plotted in figure 8.3, where we also show the particle energy (quantum-mechanical part) and the gravitational contribution. The lowest value of \(E(r)\) can be obtained from the plot, where \(dE(r)/dr = 0\) and gives

\[
r_{eq} = \frac{\chi}{4m_e} \left( \frac{9}{4\pi^2} \frac{xn}{r^2} \right)^{2/3} \frac{1}{GnM_p^2}.
\]
(8.23)
Figure 8.3. Contribution to the energy of a white dwarf. The kinetic, gravitational potential and total energy $E(r)$ are shown. A stable minimum occurs at a given radius. (Adapted from Orear 1979. Reprinted with the permission of MacMillan College Publishing Company from Physics by J Orear. © 1979 by MacMillan College Publishing Company Inc.)

At the equilibrium value the energy $|E_G| = 2|E_{QM}|$ holds. For a typical white dwarf star $n \approx 10^{57}$ and $x = 1/2$. The radius $r_{eq}$ then becomes $\approx 800$ km, corresponding to a density $\rho \approx 3 \times 10^6$ g cm$^{-3}$. Jupiter comes close to the line giving $r_{eq}$ (km) as a function of the mass of the object. The mass of the object, however, must be large enough so that the electrons are in a common Fermi system (figure 8.4).

Figure 8.4. This value of $r$, minimizing the sum of the electron Fermi energy and the gravitational energy as a function of the mass of the star. A uniform density is assumed and the exact relativistic expression for the Fermi energy is used. (Adapted from Orear 1979. Reprinted with the permission of MacMillan College Publishing Company from Physics by J Orear. © 1979 by MacMillan College Publishing Company Inc.)

A star cannot shrink below the radius given in equation (8.23). Then $r_{eq} \propto n^{-1/3}$ and the electron Fermi energy increases rapidly with $n$ so, the expression for $E(r)$ becomes incorrect since $E_{F,e} \approx m_0 c^2$ and we should use relativistic models. Using the extreme
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limit for all electrons, we obtain

\[ E_{F,e} = p_{F,e} c = \frac{hc}{2} \left( \frac{3}{\pi} \frac{n}{V} \right)^{1/3}, \tag{8.24} \]

and

\[ \langle E_F \rangle_e = \frac{3}{4} E_{F,e}. \tag{8.25} \]

By the same procedure as before we derive the result

\[ E(r) = \frac{3}{4} \frac{xn}{r} \frac{hc}{2} \left( \frac{9}{4\pi^2} xn \right)^{1/3} - \frac{3}{5} \frac{n^2 M_p^2}{r}. \tag{8.26} \]

Here, both terms have now the same $1/r$ dependence and the second dominates if the mass $nM_p$ becomes sufficiently large. So, for $n > n_{\text{crit}}$, the energy $E(r)$ continues to decrease and no stable configuration at any radius can be determined.

Even though in this regime we should use a slightly more realistic model, we can however try determining an estimate of $n_{\text{crit}}$ by equating both terms in equation (8.26). This gives

\[ \frac{3}{4} \frac{n_{\text{crit}}}{r} \frac{hc}{2} \left( \frac{9}{4\pi^2} xn_{\text{crit}} \right)^{1/3} = \frac{3}{5} \frac{n_{\text{crit}}^2 M_p^2}{r}, \]

or

\[ n_{\text{crit}} \approx \frac{(125\pi)^{1/2}}{4} x^2 \left( \frac{hc}{GM_p^2} \right)^{3/2}. \tag{8.27} \]

Here, the dimensionless quantity $n_0 = (hc/\sqrt{GM_p^2})^{3/2} = 2.4 \times 10^{57}$ occurs. The corresponding critical star mass i.e., $n_{\text{crit}}M_p$ is called the 'Chandrasekhar' limit and is the largest equilibrium mass that can exist as a quantum-mechanical, relativistic electron gas. This mass is only about 40% larger than the mass of the sun $M_\odot$ ($M_\odot = 0.49n_0M_p$).

(ii) Neutron stars In all of the above derivations, both the total energy $E(r)$ and the equilibrium radius $r_{\text{eq}}$ could be reduced considerably if the value of $x$ ($\sim 1/2$) could be reduced to a very small number.

If the electron energy becomes very high, the possibility exists for inverse beta decay

\[ e^- + p \rightarrow n + \nu_e. \]

The detailed conversion of normal matter into neutron-rich matter is complicated but calculations show that at densities $\rho > 10^{11}$ g cm$^{-3}$, neutrons become much more abundant than protons. We are dealing with neutron stars.

We now try to determine the equilibrium values of $r$ and $x$ for a given number of nucleons with $n_p = n_e = xn$. In this regime, the electrons will move fully relativistically for any neutron star. The neutrons, however, with their much larger mass $M_p$ remain non-relativistic as long as the density of the star is less than that density $\rho_n$ for which $p_{F,n} = M_p c$, or

\[ \rho_n = \frac{8\pi M_p}{3(1-x)} \left( \frac{M_pc}{h} \right)^3 = \frac{6 \times 10^{15}}{1-x} \text{g cm}^{-3}. \tag{8.28} \]
The total neutron star energy then becomes

\[ E(r, x) = \text{neutron energy (N.R.)} + \text{electron energy (R)} + \text{gravitational energy} \]

\[
E(r, x) = \frac{3}{5} \frac{(1 - x)n}{r^2} \frac{h^2}{8M_p} \left[ \frac{9}{4\pi^2}(1 - x)n \right]^{2/3} + \frac{3}{4} \frac{xn}{r} \frac{hc}{2} \left[ \frac{9}{4\pi^2}xn \right]^{1/3} - \frac{3}{5} \frac{n^2M_p^2}{G} \frac{r}{r}.
\]

(8.29)

The values of \( r \) and \( x \) that minimize \( E(r, x) \) can be obtained by solving the equations

\[
\frac{\partial E(r, x)}{\partial r} = 0, \quad \frac{\partial E(r, x)}{\partial x} = 0.
\]

(8.30)

Because \( x \) is very small, we can obtain an approximate solution as follows: first use \( x = 0 \) in the equation \( \partial E(r, x)/\partial r = 0 \) to obtain \( r_{\text{eq}} \) and then use that value of \( r_{\text{eq}} \) in the equation for \( \partial E(r, x)/\partial x = 0 \) to obtain \( x \). In the first step we obtain

\[
r_{\text{eq}} = \frac{h^2}{4M_p} \left( \frac{9}{4\pi^2}n \right)^{2/3} \frac{1}{GnM_p^2}.
\]

(8.31)

This expression is very similar to the value \( r_{\text{eq}} \) for the degenerate electron gas in a white dwarf star, but since now \( M_p \) appears instead of \( m_e \), a neutron star has a smaller radius by \( \approx 1000 \) times. For a star with a mass \( M = M_\odot \), \( n = 1.2 \times 10^{57} \) and \( r_{\text{eq}} = 12.6 \) km with a density of \( \rho = 2.4 \times 10^{14} \) g cm\(^{-3}\). This density is about the density of the nucleus as discussed in Chapters 1 and 7. In order now to obtain a value for \( x \), we put \( r_{\text{eq}} = 12.6 \) km into the equation for \( \partial E(r, x)/\partial x = 0 \) and solve for \( x \) with a result \( x \approx 0.005 \). This indicates that 99.5% of all nucleons in this 'star nucleus' are neutrons.

The study of neutron stars and very compact objects in the universe requires a full treatment of nuclear interaction combined with relativity. A full account is presented in the book *Black Holes, White Dwarfs and Neutron Stars* (Shapiro and Teukolsky 1983).
THE NUCLEAR SHELL MODEL

In the discussion in Chapters 7 and 8, it became clear that single-particle motion cannot be completely replaced by a collective approach where the dynamics is contained in collective, small amplitude vibrations and/or rotations of the nucleus as a whole. On the other hand, a simple independent-particle approach required by the Fermi-gas model does not contain enough detailed features of the nucleon–nucleon forces, active in the nucleus. The specific shell-model structure is evident from a number of experimental facts which we discuss first, before developing the shell model in more detail. Finally, we relate the nuclear average field to the underlying nuclear interaction making use of a Hartree–Fock approach. At the same time, we point out the increasing complexity of the systems under study that require extensive computations. This aspect too is indicated.

9.1 Evidence for nuclear shell structure

One of the most obvious indications for the existence of a shell structure is obtained by comparison with the analogous picture of electrons moving in the atom. In studying the ionization energy as a function of the number of electrons (as a function of \( Z \)), a clear indication for 'magic' numbers at 2, 10, 18, 36, 54, 86 was obtained (figure 9.1). The behaviour can be explained since, going from atom \( Z \) to \( Z + 1 \), the charge of the nucleus increases. The ionization energy will thus increase on the average and in a rather smooth way when filling the electron shells. When starting to fill a new electron shell, the last electron occurs in a less strongly bound orbit but a screening effect of the central, nuclear charge by a number of filled electron orbit presents an effective smaller Coulomb potential. So, the electron ionization energy reflects rapid variations whenever an electron shell is closed.

The analogous quantity in the atomic nucleus is the neutron (proton) separation energy \( S_n(S_p) \). In Chapter 7, when indicating the need for a strong pairing effect between nucleons, an odd–even effect became clear. There, we studied the Ce \( (Z = 58) \) nuclei for different neutron numbers \( N \) in the interval \( 70 \leq N \leq 88 \). At \( N = 82 \), a clear discontinuity shows up in \( S_n \). Neutrons beyond \( N = 82 \) are clearly less strongly bound in the nucleus compared to the inner neutrons. This difference is of the order of \( \approx 2–2.5 \text{ MeV} \) and can be best observed by concentrating on the even–even or odd–even nuclei. The detailed behaviour over a much larger mass region for \( S_n(A, Z) \) and \( S_p(A, Z) \) are presented in figures 9.2 and 9.3, respectively. For most nuclei, \( S_p \approx S_n \approx 8 \text{ MeV} \); the experimental value which also follows from the semi-empirical mass equation. This separation energy is maximum at the ‘magic’ nuclear numbers 2, 8, 20, 28, 50, 82, 126 and are clearly different with the electron numbers. For \( S_p \), no direct increase shows up: we see mainly strong discontinuities in the mass dependence.

The energy difference between the liquid-drop nuclear mass and the experimental
Figure 9.1. The values of the atomic ionization potentials are taken from the compilation by Moore (1949). The various configurations and closed-shell configurations are shown. (Taken from Bohr and Mottelson, *Nuclear Structure*, vol. 2, © 1982 Addison-Wesley Publishing Company. Reprinted by permission.)

Figure 9.2. The neutron separation energies $S_n$ (MeV), taken from the compilation by Mattauch, Thiele and Wapstra (1965).

nuclear mass, discussed in figure 7.13, in Chapter 7 is another indicator of the presence of certain configurations at which the nucleus is more strongly bound than is indicated by a uniform filling of orbitals in a Fermi-gas model.

A number of other indicators are obtained by studying the $Z$, $N$ variations of various nuclear observables, e.g. the excitation energy $E_x(1)$ of the first excited state in all even–even nuclei. The extra stability at neutron number 8, 20, 28, 50, 82, 126 is very clearly present as illustrated in figure 9.4.
Figure 9.3. As for figure 9.2 but now for proton separation energies $S_p$ (MeV).

Figure 9.4. The occurrence of magic numbers as demonstrated by the average excitation energy of the first excited state in doubly-even nuclei, as a function of neutron number $N$ (taken from Brussaard and Glaudemans 1977).

So, even though a number of distinct differences between the atomic nucleus and the electron motion in an atom appear, the presence of an average nuclear potential acting on nucleons in an averaged way is very clear. In the final section of this Chapter we shall concentrate more on the precise arguments and methods used to define and determine such an average single-particle potential starting from the two-body nuclear interaction.
9.2 The three-dimensional central Schrödinger equation

Assuming nucleons move in a central potential (that depends only on the distance of the nucleon to the centre of mass of the nucleus where the \((x, y, z)\)-axis system is mounted) with potential energy \(U(|\vec{r}|) = U(r)\), we may write the one-body Schrödinger equation that describes the situation, shown in figure 9.5, as

\[
\left[-\frac{\hbar^2}{2m} \Delta + U(r)\right] \varphi(\vec{r}) = E \varphi(\vec{r}). \tag{9.1}
\]

\begin{figure}[h]
\centering
\includegraphics[width=0.2\textwidth]{figure9.5.png}
\caption{Schematic illustration of a particle, moving with linear momentum \(\vec{p}\) (at a radial distance \(|\vec{r}|\) in a central field characterized by a potential energy \(U(|\vec{r}|)\).}
\end{figure}

(i) If the potential energy is defined as a function of the radial coordinate \(r\), an expression of this problem in spherical coordinates \((r, \theta, \varphi)\) is preferable. Using the relations

\[
\Delta = \frac{\partial^2}{\partial r^2} + \frac{2}{r} \frac{\partial}{\partial r} - \frac{\hat{r}^2}{r^2} \frac{1}{\hbar^2},
\]

\[
\hat{r}^2 = -\left[ \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \varphi^2} \right] \hbar^2, \tag{9.2}
\]

the Schrödinger equation becomes

\[
\left[ \frac{\partial^2}{\partial r^2} + \frac{2}{r} \frac{\partial}{\partial r} - \frac{1}{\hbar^2} \frac{\hat{r}^2}{r^2} - \frac{2m}{\hbar^2} U(r) \right] \varphi(\vec{r}) = -\frac{2m}{\hbar^2} E \varphi(\vec{r}). \tag{9.3}
\]

Solutions that separate the radial variable \(r\), from the angular variables \((\theta, \varphi)\) gives solutions of the type

\[
\varphi(\vec{r}) = R(r) F(\theta, \varphi). \tag{9.4}
\]

This leads to the equation

\[
F(\theta, \varphi) \left\{ \frac{d^2}{dr^2} + \frac{2}{r} \frac{d}{dr} + \frac{2m}{\hbar^2} (E - U(r)) \right\} R(r) = \frac{R(r)}{r^2} \frac{\hat{r}^2}{\hbar^2} F(\theta, \varphi). \tag{9.5}
\]
or, separating the \( r \) and \((\theta, \varphi)\) variables by dividing both sides by the product \( R(r) F(\theta, \varphi) \), we obtain

\[
\left\{ \frac{d^2}{dr^2} + \frac{2}{r} \frac{d}{dr} + \frac{2m}{\hbar^2} (E - U(r)) \right\} R(r) \frac{\hat{L}^2}{\hbar^2} F(\theta, \varphi) = K^2 \frac{R(r)}{r^2} F(\theta, \varphi) = K^2. \tag{9.6}
\]

where \( K^2 \) is a constant.

The above equalities give rise to two equations, separating the radial and angular variables

\[
\hat{L}^2 F(\theta, \varphi) = \hbar^2 K^2 F(\theta, \varphi) \tag{9.7a}
\]

\[
\left\{ \frac{d^2}{dr^2} + \frac{2}{r} \frac{d}{dr} + \frac{2m}{\hbar^2} (E - U(r)) \right\} R(r) = \frac{K^2}{r^2} R(r). \tag{9.7b}
\]

Starting from the structure of the \( \hat{L}^2 \) operator, as depicted above, the equation (9.7a) is also separable in \( \theta \) and \( \varphi \). So, we can write

\[
F(\theta, \varphi) = \Phi(\varphi) \Theta(\theta), \tag{9.8}
\]

and

\[
\frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) \Theta(\theta)/\sin^2 \theta - K^2 \sin^2 \theta = - \frac{1}{\Phi(\varphi)} \frac{\partial^2 \Phi(\varphi)}{\partial \varphi^2} = m^2. \tag{9.9}
\]

The equation in the azimuthal angle \( \varphi \)

\[
\frac{d^2 \Phi(\varphi)}{d\varphi^2} + m^2 \Phi(\varphi) = 0. \tag{9.10}
\]

has a solution

\[
\Phi(\varphi) = Ce^{im\varphi} + Be^{-im\varphi}. \tag{9.11}
\]

From the condition that \( \Phi(\varphi + 2\pi) = \Phi(\varphi) \), integer values of \( m \) only need be considered. The equation for \( \Theta(\theta) \) then becomes

\[
\left[ \frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{d}{d\theta} \right) - \frac{m^2}{\sin^2 \theta} \right] \Theta(\theta) = K^2 \Theta(\theta). \tag{9.12}
\]

One can show that this equation contains regular solutions in the domain \( 0 \leq \theta \leq \pi \) when \( K^2 = \lambda(l+1) \) with \( \lambda \geq |m| \), and is an integer and positive. The solutions are polynomial functions in \( \cos \theta \), depending on \( l \) and \( m \) so we can denote the solution as

\[
F(\theta, \varphi) = Ce^{im\varphi} \Theta_l^m(\theta), \tag{9.13}
\]

Normalizing the \( F(\theta, \varphi) \) on the unit sphere, the spherical harmonics result in

\[
Y_l^m(\theta, \varphi) = (-1)^m \frac{e^{im\varphi}}{\sqrt{2\pi}} \left[ \frac{2l+1}{2} \frac{(l-m)!}{(l+m)!} \right]^{1/2} P_l^m(\cos \theta), \tag{9.14}
\]
9.2 The Three-Dimensional Central Schrödinger Equation

with

\[ P^m_l (\cos \theta) = \frac{1}{2l!} (\sin \theta)^m \frac{d^{l+m}}{(\cos \theta)^{l+m}} (\cos^2 \theta - 1)^l. \quad (9.15) \]

The remaining, radial differential equation which contains the dynamics (the forces and their influence on the particle motion) becomes

\[ \left[ \frac{d^2}{dr^2} + \frac{2}{r} \frac{d}{dr} - \frac{l(l + 1)}{r^2} + \frac{2m}{\hbar^2} (E - U(r)) \right] R(r) = 0. \quad (9.16) \]

This radial equation, for given \( l \) value, using the boundary conditions \( R(r) \to 0 \) (for \( r \to \infty \)) contains a number of regular solutions, characterized by a radial quantum number \( n \) (the number of roots of this radial wavefunction in the interval \( (0, \infty) \)). The conventions used to label this radial behaviour will be discussed in the following sections.

Finally, we obtain

\[ \varphi_{nlm}(\vec{r}) = R_{nl}(r)Y^m_l(\theta, \phi). \quad (9.17) \]

with \(-l \leq m \leq l\), as the solutions of the central force Schrödinger equation, giving rise to eigenvalues \( E_{nl} \).

It is these solutions that we shall concentrate on in order to classify the motion of nucleons (protons, neutrons) in the nucleus, average potential and study the energy spectra so that we can understand the 'magic' numbers which come from the empirical evidence for shell structure.

(ii) Sometimes the potential function can affect the particle motion differently according to the specific direction \((x, y, z)\) in which it is moving. So, more generally than under (i), the potential energy can be separable as

\[ U(x, y, z) = U(x) + U'(y) + U''(z). \quad (9.18) \]

The corresponding one-particle Schrödinger equation then becomes

\[ \left[ -\frac{\hbar^2}{2m} \Delta + U(x) + U'(y) + U''(z) \right] \varphi(x, y, z) = E\varphi(x, y, z). \quad (9.19) \]

since

\[ \Delta = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2}. \]

separable solutions \( \varphi(x, y, z) = \varphi_1(x)\varphi_2(y)\varphi_3(z) \) can be obtained and the Schrödinger equation reduces to three equations

\[ \left[ -\frac{\hbar^2}{2m} \frac{d^2}{dx^2} + U(x) \right] \varphi_1(x) = E_1\varphi_1(x) \]
\[ \left[ -\frac{\hbar^2}{2m} \frac{d^2}{dy^2} + U'(y) \right] \varphi_2(y) = E_2\varphi_2(y) \]
\[ \left[ -\frac{\hbar^2}{2m} \frac{d^2}{dz^2} + U''(z) \right] \varphi_3(z) = E_3\varphi_3(z). \quad (9.20) \]

with

\[ E = E_1 + E_2 + E_3. \quad (9.21) \]
Then, a large degeneracy results in the energy eigenvalues. The above method can be used e.g. to study the motion in an anisotropic harmonic oscillator potential with

\[ U(x, y, z) = \frac{1}{2} m\omega_x^2 x^2 + \frac{1}{2} m\omega_y^2 y^2 + \frac{1}{2} m\omega_z^2 z^2. \]  

(9.22)

We shall come back to this potential in section 9.4.

9.3 The square-well potential: the energy eigenvalue problem for bound states

According to the short-range characteristics of the nuclear strong force acting between nucleons in the nucleus, we can try to study a number of simplified models that allow an exact treatment. The aim is to find out the stable configurations when putting nucleons into the independent-particle solutions and to study under which conditions these agree with the data, as discussed in section 9.1.

For the square-well potential model (figure 9.6) with

\[
\begin{align*}
U(r) &= - U_0 \quad r \leq R \\
U(r) &= \infty \quad r > R,
\end{align*}
\]

(9.23)

the corresponding Schrödinger one-particle equation becomes

\[
\left[ -\frac{\hbar^2}{2m} \Delta + U(r) \right] \varphi(\vec{r}) = E \varphi(\vec{r}),
\]

(9.24)

with

\[
\Delta = \frac{d^2}{dr^2} \frac{2}{r} \frac{d}{dr} - \frac{l^2}{\hbar^2} \frac{1}{r^2}.
\]

Here, as discussed in section 9.2, \( \hat{l}^2 \) denotes the angular momentum operator, with eigenfunctions \( Y_l^m(\theta, \varphi) \) and corresponding eigenvalues \( l(l + 1)\hbar^2 \). Separating the wavefunction as

\[
\varphi(\vec{r}) = R_{nl}(r) Y_l^m(\theta, \varphi),
\]

(9.25)

the corresponding radial equation becomes

\[
\frac{d^2 R(r)}{dr^2} + \frac{2}{r} \frac{dR(r)}{dr} + \left[ \frac{2m}{\hbar^2} (E - U(r)) - \frac{l(l + 1)}{r^2} \right] R(r) = 0.
\]

(9.26)

We define the quantity (in the interval \( 0 \leq r \leq R \))

\[
k^2 = \frac{2m}{\hbar^2} (E + U_0).
\]

and the solutions become the solutions of the Bessel differential equation (for the regular ones which we concentrate on)

\[
R_{nl}(r) = \frac{A}{\sqrt{k r}} J_{l+1/2}(kr).
\]

(9.27)
9.3 THE SQUARE-WELL POTENTIAL

Figure 9.6. Characterization of the square-well potential with constant depth \(-U_0\) (in the interval \(0 < r < R\)) within the nuclear interior and infinite for \(r > R\).

These solutions are regular at the origin (the spherical Bessel functions of the first kind) with

\[
j_l(kr) = \sqrt{\frac{\pi}{2kr}} J_{l+1/2}(kr).
\]
(9.28)

The regular and irregular solutions are presented in figure 9.7. The energy, as measured from the bottom of the potential well is expressed as

\[
E' = \frac{\hbar^2 k^2}{2m},
\]
(9.29)

and describes the kinetic energy of the nucleon moving in the potential well.

The energy eigenvalues then follow from the condition that the wavefunction disappears at the value of \(r = R\), i.e.

\[
R_{nl}(R) = 0 \quad \text{or} \quad J_{l+1/2}(k_{nl} R) = 0.
\]
(9.30)

For these values, for which \(k_{nl} R\) coincides with the roots of the spherical Bessel function, one derives

\[
E'_{nl} = \frac{\hbar^2 k_{nl}^2}{2m} = \frac{X_{nl}^2 \hbar^2}{2m R^2}.
\]
(9.31)

with \(X_{nl} = k_{nl} R\). By counting the different roots (figure 9.7) for \(j_0(X), j_1(X), j_2(X)\),..., one obtains an energy spectrum shown in Box 9b (figure 9b.1) where we give both the energy eigenvalues, the partial occupancy which, for an orbit characterized by \(l\) is \(2(2l + 1)\) (counting the various magnetic degenerate solutions with \(-l \leq m \leq l\) and the two possible spin orientations \(m_s = \pm 1/2\)) as well as the total occupancy.

The extreme right-hand part in figure 9b.1 in Box 9b shows this spectrum. It is clear that only for small nucleon numbers 2, 8, 20, does a correlation with observed data show up. We shall later try to identify that part of the nuclear average field which is still missing and which was first pointed out by Mayer (1949, 1950) and Haas, Jensen and Sues (1949). In Box 9b, we highlight this study, in particular the contribution from Mayer and present a few figures from her seminal book.
The square-well potential (with a finite depth in the interval $0 \leq r \leq R$ and 0 for $r > R$) can form a more realistic description of an atomic nucleus. As an example, we show the powerful properties that such a finite square-well potential has for studying simple, yet realistic situations like the deuteron. We present the more pertinent results in Box 9a.

### 9.4 The harmonic oscillator potential

The radial problem for a spherical, harmonic oscillator potential can be solved using the methods of section 9.2. We can start from either the Cartesian basis (i) or from the spherical basis (ii) (figure 9.8).
Table 9.1.

<table>
<thead>
<tr>
<th>Orbital</th>
<th>$X_{nl}$</th>
<th>$N_{nl} \equiv 2(2l + 1)$</th>
<th>$\sum_{nl} N_{nl}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1s</td>
<td>3.142</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1p</td>
<td>4.493</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>1d</td>
<td>5.763</td>
<td>10</td>
<td>18</td>
</tr>
<tr>
<td>2s</td>
<td>6.283</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>1f</td>
<td>6.988</td>
<td>14</td>
<td>34</td>
</tr>
<tr>
<td>2p</td>
<td>7.725</td>
<td>6</td>
<td>40</td>
</tr>
<tr>
<td>1g</td>
<td>8.183</td>
<td>18</td>
<td>58</td>
</tr>
<tr>
<td>2d</td>
<td>9.095</td>
<td>10</td>
<td>68</td>
</tr>
<tr>
<td>1h</td>
<td>9.356</td>
<td>22</td>
<td>90</td>
</tr>
<tr>
<td>3s</td>
<td>9.425</td>
<td>2</td>
<td>92</td>
</tr>
<tr>
<td>2f</td>
<td>10.417</td>
<td>14</td>
<td>106</td>
</tr>
<tr>
<td>1i</td>
<td>10.513</td>
<td>26</td>
<td>132</td>
</tr>
<tr>
<td>3p</td>
<td>10.904</td>
<td>6</td>
<td>138</td>
</tr>
<tr>
<td>2g</td>
<td>11.705</td>
<td>18</td>
<td>156</td>
</tr>
</tbody>
</table>

Figure 9.8. Illustration of a harmonic oscillator potential with an attractive potential energy value of $-U_0$ at the origin.

(i) Using a Cartesian basis we have

$$U(r) = -U_0 + \frac{1}{2} m \omega^2 (x^2 + y^2 + z^2). \tag{9.32}$$

The three $(x, y, z)$ specific one-dimensional oscillator eigenvalue equations become

$$\left[ \frac{d}{dx^2} + \frac{2m}{\hbar^2} \left( E_1 + \frac{U_0}{3} - \frac{1}{2} m \omega^2 x^2 \right) \right] \varphi_1(x) = 0 \tag{9.33}$$

$$\left[ \frac{d^2}{dy^2} + \frac{2m}{\hbar^2} \left( E_2 + \frac{U_0}{3} - \frac{1}{2} m \omega^2 y^2 \right) \right] \varphi_2(y) = 0$$

$$\left[ \frac{d^2}{dz^2} + \frac{2m}{\hbar^2} \left( E_3 + \frac{U_0}{3} - \frac{1}{2} m \omega^2 z^2 \right) \right] \varphi_3(z) = 0.$$
with
\[ E = E_1 + E_2 + E_3. \] (9.34)

The three eigenvalues are then
\[ E_1 = \hbar \omega (n_1 + \frac{1}{2}) - U_0 / 3 \]
\[ E_2 = \hbar \omega (n_2 + \frac{1}{2}) - U_0 / 3 \] (9.35)
\[ E_3 = \hbar \omega (n_3 + \frac{1}{2}) - U_0 / 3. \]
or
\[ E = \hbar \omega (N + 3/2) - U_0, \]

\((N = n_1 + n_2 + n_3\) with \(n_1, n_2, n_3\) three positive integer numbers \(0, 1, \ldots\). \)
The wavefunctions for the one-dimensional oscillator are the Hermite polynomials, characterized by the radial quantum number \(n_r\), so
\[ \varphi_1(x) = N_1 \exp \left( -\frac{m \omega}{2\hbar} x^2 \right) H_{n_r}(vx), \quad \left( v = \sqrt{\frac{m \omega}{\hbar}} \right) \] (9.36)
and
\[ \varphi(x, y, z) = \varphi_1(x) \varphi_2(y) \varphi_3(z). \] (9.37)
\(N_1, N_2, N_3\) are normalization coefficients.

(ii) We can obtain solutions that immediately separate the radial variable \(r\) from the angular \((\theta, \varphi)\) ones. In this case, the radial equation reduces to
\[ \frac{d^2 R(r)}{dr^2} + \frac{2}{r} \frac{dR(r)}{dr} + \left( \frac{2mE}{\hbar^2} + \frac{2m}{\hbar^2} U_0 - \frac{m^2 \omega^2}{\hbar^2} r^2 - \frac{l(l+1)}{r^2} \right) R(r) = 0. \] (9.38)
The normalized radial solutions are the Laguerre solutions
\[ R_{nl}(r) = N_{nl}(vr)^l \exp \left( -\frac{\nu^2 r^2}{2} \right) L_{n-l}^{l+1/2}(\nu^2 r^2). \] (9.39)
and \(\nu = \sqrt{(m \omega / \hbar)}\), describing the oscillator frequency. The Laguerre polynomials (Abramowitz and Stegun 1964) are given by the series
\[ L_{n-l}^{l+1/2}(x) = \sum_{k=0}^{n-1} a_k^{l} (-1)^k x^k. \] (9.40)
The total radial wavefunction thus is of degree \(2(n - 1) + l\) in the variable \(r\), such that \((2(n - 1) + l)\) can be identified with the major oscillator quantum number \(N\) we obtained in the Cartesian description. The total wavefunction then corresponds to energies
\[ E_N = (2(n - 1) + l)\hbar \omega + \frac{3}{2} \hbar \omega - U_0. \] (9.41)
For a specific level \((n, l)\) there exists a large degeneracy relative to the energy characterized by quantum number \(N\), i.e. we have to construct all possible \((n, l)\) values such that
\[ 2(n - 1) + l = N. \] (9.42)
Table 9.2.

<table>
<thead>
<tr>
<th>( N )</th>
<th>( E_N (\hbar \omega) )</th>
<th>( (n, l) )</th>
<th>( \sum_{n,l} 2(2l + 1) )</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3/2</td>
<td>1s</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>5/2</td>
<td>1p</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>7/2</td>
<td>2s,1d</td>
<td>12</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>9/2</td>
<td>2p,1f</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>11/2</td>
<td>3s,2d,1g</td>
<td>30</td>
<td>70</td>
</tr>
<tr>
<td>5</td>
<td>13/2</td>
<td>3p,2f,1h</td>
<td>42</td>
<td>112</td>
</tr>
<tr>
<td>6</td>
<td>15/2</td>
<td>4s,3d,2g,1i</td>
<td>56</td>
<td>168</td>
</tr>
</tbody>
</table>

Figure 9.9. Illustration of the harmonic oscillator radial wavefunctions \( rR_n(r) \). The upper part shows, for given \( l \), the variation with radial quantum number \( n \) (\( n = 1 \); no nodes in the interval \((0, \infty)\)). The lower part shows the variation with orbital angular momentum \( l \) for the \( n = 1 \) value.

The first few results are given in table 9.2 and in the left-hand side of figure 9b.1, and give rise to the harmonic oscillation occupancies 2, 8, 20, 40, 70, 112, 168, \ldots which also largely deviate from the observed values (except the small numbers at 2, 8, 20). An illustration of wavefunctions that can result from this harmonic oscillator, is presented in figure 9.9, a typical set of variations for given \( U \) as a function of \( l \) in the lower part and for given \( l \), as a function of \( n \), for \( rR_n(r) \) in the upper part.

In both the square-well potential and in the harmonic oscillator potential 2, 8, 20 are the common shell-closures and these numbers correspond to the particularly stable nuclei \(^4\text{He}, ^{16}\text{O}, ^{40}\text{Ca}\) and agree with the data. The harmonic oscillator potential has the larger degeneracy of the energy eigenvalues and the corresponding wavefunctions (the degeneracy on \( 2(n - 1) + 1 \) is split for the square-well potential).

It is clear that something fundamental is missing still. We shall pay attention to the
origin of the spin-orbit force, coupling the orbital and intrinsic spin, that gives rise to a solution with the correct shell-closure numbers.

9.5 The spin-orbit coupling: describing real nuclei

It was pointed out (independently by Mayer (1949, 1950) and Haxel, Jensen and Suess (1949, 1950)) that a contribution to the average field, felt by each individual nucleon, should contain a spin-orbit term. The corrected potential then becomes

\[ U(r) = -U_0 + \frac{1}{2} \alpha \omega^2 r^2 - \frac{2}{\hbar^2} \alpha \hat{l} \cdot \hat{s}. \]  \hspace{1cm} (9.43)

The spin-orbit term, with the scalar product of the orbital angular momentum operator \( \hat{l} \) and the intrinsic spin operator \( \hat{s} \), can be rewritten using the total nucleon angular momentum \( \hat{j} \), as

\[ \hat{j} = \hat{l} + \hat{s}, \]  \hspace{1cm} (9.44)

and

\[ \hat{l} \cdot \hat{s} = \frac{1}{2} (\hat{j}^2 - \hat{l}^2 - \hat{s}^2). \]  \hspace{1cm} (9.45)

The angular momentum operators \( \hat{l}^2, \hat{s}^2 \) and \( \hat{j}^2 \) form a set of commuting angular momentum operators, so they have a set of common wavefunctions. These wavefunctions, characterized by the quantum numbers corresponding to the four commuting operators \( \hat{l}^2, \hat{s}^2, \hat{j}^2, \hat{z} \), result from angular momentum coupling the orbital \( (Y_l^m(\theta, \varphi)) \) and spin \( (\chi_{1/2}^m(\sigma)) \) wavefunctions. We denote these as

\[ \varphi(\vec{r}, n(l_{1/2})jm) = R_{nl}(r) \sum_{m_l, m_s} \langle lm_l, \frac{1}{2} m_s | jm \rangle Y_l^m(\theta, \varphi) \chi_{1/2}^m(\sigma). \]  \hspace{1cm} (9.46)

(with \( m = m_l + m_s \)). These wavefunctions correspond to good values of \( (l_{1/2})jm \) and we derive the eigenvalue equation

\[ \hat{l} \cdot \hat{s} \varphi(\vec{r}, n(l_{1/2})jm) = \frac{\hbar^2}{2} \{ j(j + 1) - l(l + 1) - \frac{3}{4} \}. \]  \hspace{1cm} (9.47)

Since we have the two orientations

\[ j = l \pm \frac{1}{2}, \]  \hspace{1cm} (9.48)

we obtain

\[ \hat{l} \cdot \hat{s} \varphi(\vec{r}, n(l_{1/2})jm) = \frac{\hbar^2}{2} \left\{ \begin{array}{c} l \quad j = l + \frac{1}{2} \\ -(l + 1) \quad j = l - \frac{1}{2} \end{array} \right\}. \]  \hspace{1cm} (9.49)

The 'effective' potential then becomes slightly different for the two orientations i.e.

\[ U(r) = -U_0 + \frac{1}{2} \alpha \omega^2 r^2 + \alpha \left\{ \begin{array}{c} -l \quad j = \frac{l + 1}{2} \\ +(l + 1) \quad j = \frac{l - 1}{2} \end{array} \right\}. \]  \hspace{1cm} (9.50)
and thus the potential is more attractive for the parallel $j = l + \frac{1}{2}$ orientation, relative to the anti-parallel situation. The corresponding energy eigenvalues now become

$$
\varepsilon_{n\ell\frac{1}{2},j} = \hbar \omega [2(n - 1) + l + \frac{3}{2}] - U_0 + \alpha \left\{ \frac{-l}{l + 1} \right\}, \quad j = \left\{ \frac{l + \frac{1}{2}}{l - \frac{1}{2}} \right\} \tag{9.51}
$$

and the degeneracy in the $j = l \pm \frac{1}{2}$ coupling is broken. The final single-particle spectrum now becomes as given in figure 9.10.

![Figure 9.10](image)

**Figure 9.10.** Single-particle spectrum up to $N = 6$. The various contributions to the full orbital and spin-orbit splitting are presented. Partial and accumulated nucleon numbers are drawn at the extreme right. (Taken from Mayer and Jensen, *Elementary Theory of Nuclear Shell Structure*, © 1955 John Wiley & Sons. Reprinted by permission.)

We shall not discuss here the origin of this spin-orbit force: we just mention that it originates from the two-body free nucleon–nucleon two-body interaction. The spin orbit turns out to be mainly a surface effect with $\alpha$, being a function of $r$ and connected to the average potential through a relation of the form

$$
\alpha(r) = U_{ls} \frac{1}{r} \frac{dU(r)}{dr}, \tag{9.52}
$$

(see figure 9.11 for the $\alpha(r)$ dependence and the $j = l \pm \frac{1}{2}$ level splitting). The corresponding orbits and wavefunctions $r R_{n\ell\frac{1}{2},j}(r)$ are presented in figure 9.12 for a slightly more realistic (Woods–Saxon) potential.
Figure 9.11. (a) Possible radial form of the spin-orbit strength $\alpha(r)$ as determined by the derivative of a Woods–Saxon potential. (b) The spin-orbit splitting between $j = l \pm \frac{1}{2}$ partners using the expression (9.51) (taken from Heyde 1991).

It is the particular lowering of the $j = l + \frac{1}{2}$ orbital of a given large $N$ oscillator shell, which is lowered into the orbits of the $N - 1$ shell, which accounts for the new shell-closure numbers at 28 ($1f_7$ shell), 50 ($1g_{9\frac{1}{2}}$ shell), 82 ($1h_{13\frac{1}{2}}$ shell), 126 ($1i_{16\frac{1}{2}}$ shell), ...

Quite often, finite potentials (in contrast to the infinite harmonic oscillator potential) such as the clipped harmonic oscillator, the finite square-well including the spin-orbit force (see table 9b.1 (Box 9b) reproduced from the Physical Review article of Mayer, 1950), or more realistic Woods–Saxon potentials of the form

$$U(r) = \frac{U_0}{1 + \exp((r - R_0)/a)} + \frac{U_{ls}}{r_0} \frac{1}{r} \frac{d}{dr} \left( \frac{1}{1 + \exp((r - R_0)/a)} \right) \hat{j} \cdot \hat{s}. \quad (9.53)$$

are used. Precise single-particle spectra can be obtained and are illustrated in figure 9.13. Here, we use $R_0 = r_0 A^{1/3}$ with $r_0 = 1.27$ fm, $a = 0.67$ fm and potentials

$$U_0 = (-51 + 33(N - Z)/A) \text{ MeV}$$
$$U_{ls} = -0.44U_0. \quad (9.54)$$

This figure is taken from Bohr and Mottelson (1969).

This single-particle model forms a starting basis for the study of more complicated cases where many nucleons, moving in independent-particle orbits, together with the residual interactions are considered. As a reference we give a detailed account of the nuclear shell model with many up-to-date applications (Heyde 1991).
Figure 9.12. Neutron radial wavefunctions \( rR_{nl}(r) \) for \( A = 208 \) and \( Z = 82 \) based on calculations with a Woods–Saxon potential by Blomqvist and Wahlborn (1960). (Taken from Bohr and Mottelson 1969, *Nuclear Structure*, vol 1, © 1969 Addison-Wesley Publishing Company. Reprinted by permission.)

9.6 Nuclear mean field: a short introduction to many-body physics in the nucleus

In the previous section we started the nucleon single-particle description from a given independent particle picture, i.e. assuming that nucleons mainly move independently from each other in an average field with a large mean-free path. The basic non-relativistic picture one has to start from, however, is one where we have \( A \) nucleons moving in the nucleus with given kinetic energy \( (p_i^2/2m_i) \) and interacting with the two-body force \( V(i, j) \). Eventually, higher-order interactions \( V(i, j, k) \) or density-dependent interactions
The starting point is the nuclear $A$-body Hamiltonian

$$H = \sum_{i=1}^{A} \frac{\vec{p}_i^2}{2m_i} + \sum_{i<j=1}^{A} V(\vec{r}_i, \vec{r}_j),$$

which is at variance to the $A$-independent nuclear Hamiltonian

$$H_0 = \sum_{i=1}^{A} \left( \frac{\vec{p}_i^2}{2m_i} + U(|\vec{r}_i|) \right) = \sum_{i=1}^{A} h_0(i).$$

If we denote in shorthand notation all quantum numbers characterizing the single-particle motion by the notation $i \equiv n_i, l_i, j_i, m_i$; then one has

$$h_0(i) \phi_i(\vec{r}) = \varepsilon_i \phi_i(\vec{r}).$$

and the $A$-body, independent particle wavefunction becomes (not taking the anti-
symmetrization into account)

\[ \Psi_{1,2,\ldots,A}(\vec{r}_1, \vec{r}_2, \ldots, \vec{r}_A) = \prod_{i=1}^{A} \phi_i(\vec{r}_i). \]  \hspace{1cm} (9.58)

corresponding to the solution of \( H_0 \) with total eigenvalue \( E_0 \).

\[ H_0 \Psi_{1,2,\ldots,A}(\vec{r}_1, \vec{r}_2, \ldots, \vec{r}_A) = E_0 \Psi_{1,2,\ldots,A}(\vec{r}_1, \vec{r}_2, \ldots, \vec{r}_1). \]  \hspace{1cm} (9.59)

with

\[ E_0 = \sum_{i=1}^{A} \epsilon_i. \]

The wavefunctions \( \phi_i(\vec{r}) \), however, have been obtained starting from the chosen average field \( U(\vec{r}) \) and it is not guaranteed that this potential will give rise to these wavefunctions that minimize the total energy of the interacting system.

The Hartree–Fock method allows for such a wavefunction. In the introductory section to part D, we give a simple, but intuitive approach in order to obtain the 'best' wavefunctions \( \phi_{i,\text{HF}}(\vec{r}_i) \) and corresponding energies \( \epsilon_{i,\text{HF}} \) starting from the knowledge of the two-body interaction \( V(\vec{r}_i, \vec{r}_j) \).

### 9.6.1 Hartree–Fock: a tutorial

If we consider the nucleus to consist of a number of separated point particles at positions \( \vec{r}_i \) (see figure 9.14(a)) interacting through the two-body potentials \( V(\vec{r}_i, \vec{r}_j) \), then a total potential acting on a given point particle at \( \vec{r}_i \) is obtained by summing the various contributions, i.e.

\[ U(\vec{r}_i) = \sum_j V(\vec{r}_i, \vec{r}_j). \]  \hspace{1cm} (9.60)

For a continuous distribution, characterized by a density distribution \( \rho(\vec{r}') \), the potential energy at point \( \vec{r} \) is obtained by folding the density with the two-body interaction so one obtains (figure 9.14(b))

\[ U(\vec{r}) = \int \rho(\vec{r}') V(\vec{r}, \vec{r}') \, d\vec{r}'. \]  \hspace{1cm} (9.61)

In the atomic nucleon, where the density \( \rho(\vec{r}') \) is expressed using the quantum mechanical expression summed over all individually occupied orbitals \( \varphi_b(\vec{r}) \) (\( b \equiv n_b, l_b, j_b, m_b \)), we have

\[ \rho(\vec{r}') = \sum_{b \in F} \rho_b(\vec{r}') = \sum_{b \in F} \varphi_b^*(\vec{r}') \varphi_b(\vec{r}'). \]  \hspace{1cm} (9.62)

and the one-body potential at point \( \vec{r} \) becomes

\[ U(\vec{r}) = \sum_{b \in F} \int \varphi_b^*(\vec{r}') V(\vec{r}, \vec{r}') \varphi_b(\vec{r}') \, d\vec{r}'. \]  \hspace{1cm} (9.63)

The above procedure shows that if we start from a given two-body interaction, we should know the wavefunctions \( \varphi_b(\vec{r}') \) in order to solve for the average field \( U(\vec{r}) \), but in order to
determine \( \varphi_b(\vec{r}') \) we need the average one-body field. This problem is a typical iterative problem, which we solve by starting from some initial guess for either the wavefunctions or the potential \( U(\vec{r}) \).

The Schrödinger equation, which we have to solve in order to accomplish the above self-consistent study, is

\[
-\frac{\hbar^2}{2m} \Delta \varphi_i(\vec{r}) + \sum_{b \in \mathcal{F}} \int \varphi_b^*(\vec{r}') V(\vec{r}, \vec{r}') \varphi_b(\vec{r}') \varphi_i(\vec{r}) \, d\vec{r}' = \varepsilon_i \varphi_i(\vec{r}).
\]  

(9.64)

which we have to solve for all values of \( i \) (\( i \) encompasses the occupied orbits \( b \) and also the other, unoccupied ones). In the Schrödinger equation we have the antisymmetrization between the two identical nucleons in orbit \( b \) (at point \( \vec{r}' \)) and in orbit \( i \) (at point \( \vec{r} \)) not yet taken care of. The correct equation follows by substituting

\[
\varphi_b(\vec{r}') \varphi_i(\vec{r}) \rightarrow [\varphi_b(\vec{r}') \varphi_i(\vec{r}) - \varphi_b(\vec{r}) \varphi_i(\vec{r}')].
\]  

(9.65)
and becomes
\[
-\frac{\hbar^2}{2m} \Delta \varphi_i(\vec{r}) + \sum_{h \in F} \left[ \varphi^*_h(\vec{r}') V(\vec{r}, \vec{r}') \varphi_h(\vec{r}') \right] \, d\vec{r}' \cdot \varphi_i(\vec{r}) \\
- \sum_{h \in F} \varphi^*_h(\vec{r}') V(\vec{r}, \vec{r}') \varphi_h(\vec{r}) \cdot \varphi_i(\vec{r}') \, d\vec{r}' = \epsilon_i \varphi_i(\vec{r}). \quad (9.66)
\]
for \( i = 1, 2, \ldots, A; \ A + 1, \ldots \)

Using the notation
\[
U_H(\vec{r}) = \sum_{h \in F} \int \varphi^*_h(\vec{r}') V(\vec{r}, \vec{r}') \varphi_h(\vec{r}') \, d\vec{r}',
\]
\[
U_F(\vec{r}, \vec{r}') = \sum_{h \in F} \varphi^*_h(\vec{r}') V(\vec{r}, \vec{r}') \varphi_h(\vec{r}). \quad (9.67)
\]
the Hartree–Fock self-consistent set of equations to be solved becomes
\[
\begin{aligned}
-\frac{\hbar^2}{2m} \Delta \varphi_i(\vec{r}) &+ U_H(\vec{r}) \varphi_i(\vec{r}) \\
&- \int U_F(\vec{r}, \vec{r}') \varphi_i(\vec{r}') \, d\vec{r}' = \epsilon_i \varphi_i(\vec{r}).
\end{aligned} \quad (9.68)
\]

In general, solving the coupled set of integro-differential equations is complicated. In particular, the non-local part caused by \( U_F(\vec{r}, \vec{r}') \) complicates the solution of these equations. For zero-range two-body interactions this integral contribution becomes local again.

The procedure to solve the coupled equations starts from initial guesses for the wavefunctions \( \varphi_i^{(0)}(\vec{r}) \) from which the terms \( U_H^{(0)}(\vec{r}) \) and \( U_F^{(0)}(\vec{r}, \vec{r}') \) could be determined, and the solution will then give rise to a first estimate of \( \epsilon_i^{(1)} \) and the corresponding wavefunctions \( \varphi_i^{(1)}(\vec{r}) \). We can go on with this iterative process until convergence shows up, i.e. we call these solutions \( \varphi_i^{HF}(\vec{r}) \), \( \epsilon_i^{HF} \), \( U^{HF}(\vec{r}) \) (the local and non-local converged one- and two-body quantities (figure 9.15)).

It can be shown that using these optimum wavefunctions, the expectation value of the total Hamiltonian becomes minimal when we use the antisymmetrized \( A \)-body wavefunctions
\[
\Psi_{1.2.\ldots A}(\vec{r}_1, \vec{r}_2, \ldots, \vec{r}_A) = A\Psi_{1.2.\ldots A}(\vec{r}_1, \vec{r}_2, \ldots, \vec{r}_A). \quad (9.69)
\]
where \( A \) is an operator which antisymmetrizes the \( A \)-body wavefunction and \( \Psi \) is constructed from the Hartree–Fock single-particle wavefunctions.

There are quite a number of alternative methods to derive optimal wavefunctions starting from the extremum condition that
\[
(\Psi_{1.2.\ldots A}(\vec{r}_1, \vec{r}_2, \ldots, \vec{r}_A)|H|\Psi_{1.2.\ldots A}(\vec{r}_1, \vec{r}_2, \ldots, \vec{r}_A)) = E_{HF}^{\text{(min)}}. \quad (9.70)
\]
should be minimal \( E_{HF} \) (min). We do not concentrate here on these interesting aspects (see Part D). We just mention an often used method where the ‘optimal’ wavefunctions are determined by expanding them on a given basis, i.e. the harmonic oscillator basis
\[
\varphi_i^{HF}(\vec{r}) = \sum_k a_i^k \varphi_{k^{\text{h.o.}}}(\vec{r}). \quad (9.71)
\]
and minimizing $E_{\text{HF}}$ with respect to the expansion coefficients $a_i$. It is such that in a number of cases, solutions occur that no longer conserve spherical symmetry but give rise to the lower energy of the interacting $A$-body system.

### 9.6.2 Measuring the nuclear density distributions: a test of single-particle motion

Once we have determined the Hartree–Fock single-particle orbitals, various observables characterizing the nuclear ground-state can be derived such as the nuclear binding energy $E_{\text{HF}}$, the various radii (mass, charge) as well as the particular charge and mass density distributions. As outlined in Chapter 1, the nuclear density is given by the sum of the individual single-particle densities corresponding to the occupied orbits (if this independent-particle model is to hold to a good degree)

$$\rho(\vec{r}) = \sum_{b \in F} \rho_b(\vec{r}). \quad (9.72)$$

In figure 9.16, we present a number of charge density distributions for doubly magic nuclei $^{16}\text{O}$, $^{40}\text{Ca}$, $^{48}\text{Ca}$, $^{90}\text{Zr}$, $^{132}\text{Sn}$ and $^{208}\text{Pb}$. The theoretical curves have been determined using specific forms of nucleon–nucleon interaction that are of zero-range in coordinate space ($\delta(\vec{r}_1 - \vec{r}_2)$) but are, at the same time, density- and velocity-dependent. Such forces are called Skyrme effective interactions. We compare with the data and, in general, good agreement is observed. We also present (in figure 9.17) the various mass density distributions $\rho_m(\text{fm}^{-3})$ for all of the above nuclei and compare these with the nuclear matter value. This is a system which is ideal in the sense that no surface effects occur, and has a uniform density that approximates to the interior of a heavy nucleus with $N = Z = A/2$. In most cases, the electromagnetic force is neglected relative to the strong, nuclear force.

This density can be deduced from the maximum or saturation density of finite nuclei.
Figure 9.16. Charge densities (in units e.fm$^{-3}$) for a number of closed-shell nuclei $^{16}$O, $^{40}$Ca, $^{48}$Ca, $^{90}$Zr, $^{132}$Sn and $^{208}$Pb. The theoretical curves are obtained using effective forces of the Skyrme type (see Chapter 10) and are compared to the data.

Figure 9.17. Combination of nuclear matter densities $\rho_m$(fm$^{-3}$) for the set of nuclei shown in figure 9.16. The nuclear matter density $\rho_F$ is given for comparison.
and a commonly used value is
\[ \rho_{\text{nucl. matter}} = 0.16 \pm 0.02 \text{ nucleons fm}^{-3}. \]
This value is slightly higher than the average density of \( 3/(4\pi r_0^3) = 0.14 \text{ nucleons fm}^{-3} \) obtained for a finite nucleus with \( r_0 = 1.2 \text{ fm} \). Using a Fermi-gas model for the motion of nucleons (see Chapter 8), we can derive an expression for the density
\[ \rho_{\text{nucl. matter}} = \frac{2}{3\pi^2} k_F^3, \]
\[ (9.73) \]
where \( k_F \) is the Fermi wavevector \( p_F = \hbar k_F \). Inverting, and using the above determined density, the Fermi wavevector becomes
\[ k_F = \left( \frac{3\pi^2}{2} \rho_{\text{nucl. matter}} \right)^{1/3} = 1.33 \pm 0.05 \text{ fm}^{-1}. \]
\[ (9.74) \]
In figure 9.18, we show the binding energy per nucleon as a function of the Fermi wavevector \( k_F \text{ (fm}^{-1}) \) in infinite nuclear matter using various nucleon–nucleon interactions. The shaded region indicates the range of values obtained by extrapolating from finite nuclei.
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**Figure 9.18.** Binding energy (per nucleon) as a function of the nucleon Fermi momentum \( k_F \) in infinite nuclear matter. The shaded region represents possible values extrapolated from finite nuclei. The small squares correspond to various calculations with potentials HJ: Hamada–Johnston; BJ: Bethe–Johnson; BG: Bryan–Gersten; SSC: super-soft-core). The solid lines result from various Dirac–Brueckner calculations; dashed lines correspond to conventional Brueckner calculations. (Taken from Machleidt 1985 in Relativistic Dynamics and Quark-Nuclear Physics, ed M B Johnson and A Picklesimer © 1985 John Wiley & Sons. Reprinted by permission.)

A very good test of the nuclear single-particle structure in atomic nuclei would be possible if we were to know the densities in a number of adjacent nuclei such that
differences determine a single contribution from a given orbital. Such a procedure was followed by Cavedon et al (1982) and Frois et al (1983). Using electron scattering experiments, the charge density distributions were determined in $^{206}$Pb and $^{205}$Tl. From the difference

$$
\rho_{\text{ch}}^{(206\text{Pb})} - \rho_{\text{ch}}^{(205\text{Tl})} = \sum_{\ell \in F} |\varphi_{\ell}(\vec{r})|^2^{(206\text{Pb})} - \sum_{\ell \in F} |\varphi_{\ell}(\vec{r})|^2^{(205\text{Tl})}
$$

$$
= |\varphi_{3s1/2}(\vec{r})|^2.
$$

(9.75)

it should be possible to obtain the structure of the $3s1/2$ proton orbit. The results are shown in figure 9.19, and give an unambiguous and sound basis for the nuclear independent-particle model as a very good description of the nuclear $A$-body system. The method of electron scattering is, in that sense, a very powerful method to determine nuclear ground-state properties (charge distributions, charge transition and current transition densities, ...). The typical set-up at NIKHEF-K (Amsterdam), where spectrometers are installed to detect the scattered electrons and other particles emitted in the reaction process (protons, ...), is shown in figure 9.20. This set-up at Amsterdam has been working during the last few years on tests of the nuclear single-particle picture (see Box 10b).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig9_19.png}
\caption{The nuclear density distribution for the least bound proton in $^{206}$Pb. The shell model predicts the last ($3s1/2$) proton in $^{206}$Pb to have a sharp maximum at the centre, as shown at the left-hand side. On the right-hand side, the nuclear charge density difference $\rho_{\text{ch}}^{(206\text{Pb})} - \rho_{\text{ch}}^{(205\text{Tl})} = \varphi_{3s1/2}(r)$ is given (taken from Frois (1983) and DOE (1983)).}
\end{figure}

9.7 Outlook: the computer versus the atomic nucleus

In the previous sections and chapters, we have seen that in order to describe fine details in the nuclear modes of motion, the required calculations become increasingly complex and one has to make use of immense computing capacities, to follow the motion of nucleons in the nucleus and to see how two nuclei interact through collisions starting from the basic two-body forces as ingredients.
Figure 9.20. Illustration of the NIKHEF-K (Amsterdam) set-up where proton and electron spectrometers allow detailed studies on how a nucleon moves in the atomic nucleus (from Donné, private communication).

The National Centre for Energy Research Computing (NERSC) provides such supercomputing capabilities to research workers whose work is supported by the Office of Energy Research (OER) of the Department of Energy (DOE). Currently (1994) there are about 4500 people who use these supercomputers with large programs for high-energy and nuclear physics. NERSC now has four multiprocessor supercomputers available: a CRAY-2 with eight processors and 134 million words of memory, a CRAY-2 with four processors and 134 million words of memory, a CRAY-2 with four processors and 67 million words of memory and a CRAY X-MP with two processors and 2 million words of memory.

The applications to nuclear physics are widespread: in particular, for high energy collisions between heavy ions the time-dependent Hartree–Fock calculations allow density variations and the various phases occurring in such processes to be followed and simulated. Large-scale shell-model calculations where the energy eigenvalue problem is solved in a basis spanning many thousands of basis vectors are typical state-of-the-art studies within the shell-model of the nucleus and will be discussed later on in part D.

Recently, at Los Alamos, Monte-Carlo simulations for light nuclei have been carried out by Carlson and co-workers (Carlson et al 1983, 1986, 1987, 1988, 1990). Starting
from accurate nucleon–nucleon interactions, one has succeeded in the study of properties of light nuclei: exact alpha-particle calculations can be performed with Green's function Monte-Carlo methods. The starting point is a Hamiltonian with only nucleon degrees of freedom

$$H = -\frac{\hbar^2}{2m} \sum_i \Delta_i + \sum_{i<j} V_{i,j} + \sum_{i<j<k} V_{i,j,k} + \ldots.$$  \hfill (9.76)

for which we try to solve the Schrödinger equation

$$H|\Psi\rangle = E|\Psi\rangle,$$  \hfill (9.77)

and determine static and dynamical properties of the atomic nucleus.

Both variational Monte Carlo (VMC) and Green's function Monte-Carlo (GFMC) were used to study the α-particle ground-state. The latter even provides an exact solution, subject to the statistical errors of the method used. Without going into the details, impressive results have been obtained.

In figure 9.21, we compare for both VMC and GFMC studies the information on the one-body density that reflects the single-particle information. This is presented on
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**Figure 9.21.** Results from *ab-initio* many-body (variational Monte Carlo (VMC) and Green's function Monte Carlo (GFMC)) calculations, using supercomputer clusters, illustrate the possibility of evaluating: (top) the Fourier transform of the one-body proton density $\rho_p(q)$, and (bottom) the Fourier transform of the proton–proton distribution function $\rho_{pp}(q)$ (taken from Carlson 1990).
a plot with the Fourier transform of the one body proton density $\rho_{\text{proton}}(\vec{r})$. There is a significant difference in the region of the second maximum indicating possible effects of exchange currents on the nucleon properties in the $\alpha$-particle. In figure 9.21 there is another interesting property, i.e. the probability distribution for two protons to be separated by a distance $r$. Experimentally, the Fourier transform $\rho_{pp}(q)$ can be extracted from the Coulomb sum rule, which can be obtained from the many electron-scattering experiments. This quantity is characterized by a diffraction minimum due to the strong, repulsive core in the two-body force. The VMC calculations of $\rho_{pp}(q)$ produce very similar results to the much more complicated GFMC calculations.

Work is proceeding to the heavier $A = 6, 8$ systems is in progress due to the very large computing potential at various centres and the NERSC in the USA.
The methods we have discussed can be used to explain certain properties of light, bound nucleon configurations. The deuteron is one of these very light systems for which a square-well potential can be used (figure 9a.1).

![Figure 9a.1](image)

**Figure 9a.1.** Square-well potential, adjusted to describe correctly the binding energy $E_B$ of the deuteron. The full depth is also given and amounts to $U_0 = 38.5$ MeV.

The deuteron is characterized by a $J^\pi = 1^+$ ground-state which is loosely bound ($E_B = 2.22461 \pm 0.00007$ MeV), and where proton and neutron move mainly in a relative $^3S_1$ ($^{2S+1}L_J$) state. The magnetic moment $\mu_D = +0.857406 \pm 0.000001 \mu_N$ is very close to the value $\mu_p + \mu_n = 0.87963 \mu_N$. There is an electric quadrupole moment $Q_D = 2.875 \pm 0.002 \text{ mb}$, which is small compared to the single-particle estimate.

If we express the energy, corresponding to the ground-state value $E = -E_B$, the Schrödinger equation becomes, for the one-dimensional, radial problem with zero angular momentum,

\[
\frac{d^2u}{dr^2} + k^2 u = 0 \quad r < b \\
\frac{d^2u}{dr^2} - \alpha^2 u = 0 \quad r > b, \tag{9a.1}
\]

defining

\[
k^2 = \frac{M_n}{\hbar^2} (U_0 - E_B), \quad \alpha^2 = \frac{M_n}{\hbar^2} E_B, \tag{9a.2}
\]

and using the radial solution

\[
u(r) = r R(r). \tag{9a.3}
\]
Approximate solutions in the two regions become

\[
  u(r) = A \sin kr \quad r < b \\
  u(r) = Be^{-\alpha(r-b)} \quad r > b.
\]  

(9a.4)

Matching the logarithmic derivatives at \( r = b \) gives

\[
  k \cotan kb = -\alpha,
\]  

(9a.5)

and matching the wavefunctions at \( r = b \) gives

\[
  A \sin kb = B.
\]  

(9a.6)

These two conditions lead to the condition

\[
  k^2 A^2 = (k^2 + \alpha^2)B^2.
\]  

(9a.7)

The normalization of the wavefunction \( 4\pi \int u^2(r) \, dr = 1 \) becomes

\[
  \frac{A^2}{2k}(2kb - \sin 2kb) + \frac{B^2}{\alpha} = \frac{1}{2\pi}.
\]  

(9a.8)

Eliminating \( A^2 \) from the last two equations, gives the value for \( B \) as

\[
  B = \sqrt{\frac{\alpha}{2\pi}} \left\{ 1 + \alpha b \left( 1 + \frac{\alpha^2}{k^2} \right) \left( 1 + \frac{\alpha}{\pi k} \right) \right\}^{-1/2}
\]

\[
  \simeq \sqrt{\frac{\alpha}{2\pi}} \left( 1 - \frac{\alpha b}{2} + \ldots \right)
\]

\[
  \simeq \sqrt{\frac{\alpha}{2\pi}} e^{-\alpha b/2}.
\]  

(9a.9)

Knowing the binding energy \( E_b \), we can determine the value \( \alpha = 0.232 \text{ fm}^{-1} \). A best value for \( b \) can be determined from proton–neutron scattering as \( b = 1.93 \text{ fm} \). This then gives \( V_0 = 38.5 \text{ MeV} \). One can show that this value of \( U_0 \) and the value for \( b \) just give rise to a single, bound 1s state, all other higher-lying states 1p, 1d, 2s, being unbound. Since we also have

\[
  A \simeq B \simeq \sqrt{\frac{\alpha}{2\pi}} e^{-\alpha b/2},
\]  

(9a.10)

we obtain the final wavefunctions

\[
  u(r) = \sqrt{\frac{\alpha}{2\pi}} e^{-\alpha b/2} \sin kr \quad r < b
\]

\[
  u(r) = \sqrt{\frac{\alpha}{2\pi}} e^{\alpha b/2} e^{-\alpha r} \quad r > b.
\]  

(9a.11)

or, substituting numerical values for \( k, \alpha, b; \)

\[
  u(r) = 0.160 \sin(0.938r) \text{ fm}^{-1/2} \quad r < b
\]

\[
  u(r) = 0.243 e^{-0.232r} \text{ fm}^{-1/2} \quad r > b.
\]  

(9a.12)
In figure 9a.2, we show a plot of these wavefunctions. Here, it is clear that $R(r)$ extends far beyond $r = b$, the range of the nucleon–nucleon interaction. We also evaluate $\sqrt{\langle r^2 \rangle}$ for the deuteron wavefunction, which results in a value of 3.82 fm, as well as the value $R_{1/2}$, the radius of n–p separation where the probability of finding the deuteron up to $R_{1/2}$ is equal to the probability of finding the deuteron beyond the value of $R_{1/2}$. A value $R_{1/2} = 2.50$ fm results.

Figure 9a.2. Plot of the wavefunctions $u(r)$ and $\varphi(r)$ for the square-well potential, used to describe the deuteron. For the definition of $r = b$, $R_{1/2}$ and $\langle r^2 \rangle^{1/2}$ (see text) (a). (b) $u(r) \cos \omega$ and $\varphi(r) \sin \omega$ for the hard-core and soft-core Reid potentials (Reid, 1968). The two functions $u(r)$ in (a) and (b) differ in their normalization by the factor $(4\pi)^{1/2}$ (taken from Hornyack 1975).

The ground-state is a pure $^3S_1$ state: this is in contrast with the small, but non-vanishing value of $Q_D$. This implies admixtures in the ground-state wavefunction with angular momentum $L = 2$. Using more realistic proton–neutron potentials, a mixed wavefunction containing $L = 0$ and $L = 2$ orbital components results. The radial part of the $L = 0$ component ($u(r)$ part) and of the $L = 2$ component ($\varphi(r)$ part) are illustrated in figure 9a.2 (b) using realistic potentials: HC (hard core) and SC (soft core) Reid potential (Reid 1968).
Box 9b. Origin of the nuclear shell model

Figure 9b.1. Shell-model occupation numbers predicted for the harmonic oscillator and square-well potentials. (Taken from Mayer and Jensen © 1955 John Wiley & Sons. Reprinted by permission.)
Table 9b.1. Order of energy levels obtained from those of a square well potential by spin-orbit coupling.

<table>
<thead>
<tr>
<th>Osc. no.</th>
<th>Square well</th>
<th>Spin term</th>
<th>No. of states</th>
<th>Shells</th>
<th>Total no.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1s</td>
<td>1s₁/₂</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>1p</td>
<td>1p₁/₂</td>
<td>4</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1p₁/₂</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1d</td>
<td>1d₁/₂</td>
<td>6</td>
<td>12</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2s</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2s₁/₂</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1f₁/₂</td>
<td>8</td>
<td>8</td>
<td>28</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>1f₁/₂</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2p</td>
<td>4</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2p₁/₂</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1g₁/₂</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1g</td>
<td>1g₁/₂</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2d</td>
<td>2d₁/₂</td>
<td>6</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2d₁/₂</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3d</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3d₁/₂</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1h₁/₂</td>
<td>12</td>
<td></td>
<td>82</td>
</tr>
<tr>
<td></td>
<td>1k</td>
<td>1h₁/₂</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2f₁/₂</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2f₁/₂</td>
<td>6</td>
<td></td>
<td>44</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3p</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3p₁/₂</td>
<td>2</td>
<td></td>
<td>126</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3p₁/₂</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3p₁/₂</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3p₁/₂</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4f₁/₂</td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2f</td>
<td>2f₁/₂</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3d</td>
<td>3d₁/₂</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4s</td>
<td>4s₁/₂</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Maria Goeppert Mayer — two-fold pioneer

Although Maria Mayer made significant contributions (leading to the Nobel Prize) starting in 1930, it was 30 years before she received a full-time faculty appointment.

Maria Goeppert Mayer

María Goeppert Mayer, who received the Nobel Prize in physics for her work on the shell model, died about a year and a half ago. I knew Maria almost all of my life as a friend of the family. The Mayers lived in a block away from us in Leona, N.J., from 1939 to 1945 across the street from Chicago in 1946 to 1953 and then a half mile from my parents in La Jolla from 1960 on. I have memories of Maria from the Leona period, when I was a teenager, but not physics memories. Maria stands out in my mind as completely different from the many wives I knew in Leona, in that she had a strong commitment to the career and to science. My father, who likes to talk science to anyone all the time, loved talking to Maria, telling her his ideas and listening to her talk — as did all the other physicists and chemists always talking about science at parties at our house. She was vital and lively and gave a strong impression of living a satisfying life, in spite of problems of finding jobs and housekeepers. In looking back I realize how lucky I was to know her in this way.

She gave the impression that being a theoretical physicist and a mother was possible, rewarding, and worth a great deal. Also, as I did not know a very large number of physicists, and one of these happened to be a woman, I did not realize how few women physicists there really are.

I looked up the details of her physics career and was struck by the types of positions she had held. Until 1959 none of them were what I would term regular positions: voluntary associate at Johns Hopkins for nine years, she was paid approximately $1000 per year; lecturer in chemistry at Columbia and part-time lecturer at Sarah Lawrence College. During the war part-time at St. Louis working on the atomic-bomb project, in the Chicago era, part-time senior physicist at Argonne while being voluntary professor at the University of Chicago.

According to her biographer, Joan Dash,* the unchallenging and unrewarding jobs she had in the early years were not particularly useful for her development, especially from the point of view of her image of herself. In spite of this, she managed through personal contacts, and through her husband, to continue research and to broaden her interests — it’s lucky she was a theorist. She expressed great frustration with these early jobs but never bitterness. Of course she thought of herself as a research physicist, and my memories of the Leona days are that she was regarded as such by her colleagues, although her position as part-time lecturer in chemistry was at variance with this. In the Chicago days she was certainly considered to be a professor at Chicago although she was “voluntary” because of a nepotism rule and was not paid by the University of Chicago but by Argonne. (In 1959 she was made professor.) This was after the Mayers had received offers from the University of California at San Diego.) I think it is a unique career different from any other Nobel prize winner and that only her dedication to physics, her unique abilities and a supportive husband sustained her through it.

In the last conversation I had with her, at the Washington APS meeting of 1971, I told her about the APS Committee on Women in Physics which was just being formed, and which interested her. She became a member of this committee.

She overcame quite subtle obstacles in the course of her life — she was a woman a foreigner; she started her career in the days of the depression. How many of us could have achieved half the success that she did?*


(Reprinted with permission of the American Physical Society.)
1. Show that (neglecting both the pairing and symmetry energy terms in the liquid drop energy mass formula) the energy that is liberated in a fission process becomes maximal for an equal division in both charge and mass. Derive a value of the quantity \( Z^2/A \) where this particular fission decay mode becomes possible. Is the nucleus \(^{236}\text{U} (Z = 92)\) stable against spontaneous fission?

   Data given: \( a_S = 13 \text{ MeV}; \quad a_V = 14 \text{ MeV}; \quad a_C = 0.6 \text{ MeV}; \quad a_A = 19 \text{ MeV}; \quad e^2/(4\pi\varepsilon_0) = 1.44 \text{ MeV fm} \).

2. Fusion of two identical nucleons can happen whenever the gain in binding energy between two independent touching fragments and one single nucleus (containing the two fragments) just compensates the repulsive Coulomb energy between these two fragments at the moment of touching (i.e. the energy needed to bring the two fragments from infinity until they just touch).

   Determine the value of \( Z^2/A \) at which this fusion process just starts to occur.

   Data given: \( a_S = 13 \text{ MeV}; \quad a_V = 14 \text{ MeV}; \quad a_C = 0.6 \text{ MeV}; \quad a_A = 19 \text{ MeV}; \quad e^2/(4\pi\varepsilon_0) = 1.44 \text{ MeV fm} \). Hint: consider the nuclei as spherical objects and, moreover, neglect the pairing as well as the symmetry energy and in the Coulomb energy replace \( Z(Z-1) \rightarrow Z^2 \).

3. Show how, starting from the binding energy of three adjacent atomic nuclei \( A-1 \) (even \( Z \), even \( N \)), \( A \) (even \( Z \), odd \( N \)) and \( A+1 \) (even \( Z \), even \( N \)), one can derive an approximate expression for the nucleon pairing energy.

   Data: the binding energy for the Ca isotopes \(^{40}\text{Ca} \): 342.055 keV; \(^{41}\text{Ca} \): 350.418 keV; \(^{42}\text{Ca} \): 361.898 keV; \(^{43}\text{Ca} \): 369.831 keV; \(^{44}\text{Ca} \): 380.963 keV; \(^{45}\text{Ca} \): 388.378 keV; \(^{46}\text{Ca} \): 398.774 keV.

   Also derive an analytic expression for the pairing energy starting from the semi-empirical mass formula. Hint: replace \( Z(Z-1) \) \( \rightarrow \) \( Z^2 \), approximate \( (1 \pm x)^n = 1 \pm n.x \pm \ldots \) by its lowest order in the binomial expansion and neglect, in working out the analytic expression, all terms of the order \( (1/A)^2 \) relative to the order 1.

4. A nucleus can undergo fission if the force derived from the surface energy is exactly compensated by the Coulomb force taken for spherical atomic nuclei.

   Determine the critical value for the ratio \( Z^2/A \) at which fission starts spontaneously.

   Data given: \( a_S = 13 \text{ MeV}; \quad a_C = 0.6 \text{ MeV}; \quad |\vec{F}| = -dU/dR \) with \( R \) the magnitude of the nuclear radius.

5. Consider a Fermi-gas model for atomic nuclei (containing protons and neutrons) in which the repulsive Coulomb force acting inside the nucleus gives rise to an approximate but constant Coulomb potential energy term. Thereby we consider the nucleus as a homogeneously charged sphere with radius \( R = r_0A^{1/3} \) (with \( r_0 = 1.2 \text{ fm} \)).
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Show that the following expression between the proton and neutron numbers exists

\[ N = \left( Z^{2/3} + bZ^2 A^{1/3} \right)^{3/2} \]

and determine the constant value of \( b \) using the Fermi-gas-model parameters only. Data given: replace \( Z(Z - 1) \to Z^2 \); \( e^2/(4\pi\varepsilon_0) = 1.44 \text{ MeV fm} \); \( \hbar c = 197 \text{ MeV fm} \) and \( mc^2 = 938 \text{ MeV} \).

6. More precise calculations, using the semi-empirical mass formula, make use of an additional quadratic symmetry energy term of the form \(-b_A(N - Z)^2/A^3\). Derive the coefficient \( b_A \) starting from the total energy of a Fermi-gas model of an atomic nucleus containing protons and neutrons. Data given: \( r_0 = 1.25 \text{ fm} \); \( mc^2 = 938 \text{ MeV} \); \( \hbar c = 197 \text{ MeV fm} \).

7. (a) Derive an approximate value for the attractive nuclear potential depth that a neutron feels starting from a Fermi-gas model. We consider the fact that the least bound neutron is still bound by approximately 8 MeV. We restrict the problem to nuclei with \( N = Z = A/2 \) and take as the radius parameter \( r_0 = 1.3 \text{ fm} \).
(b) Determine the level density \( \rho(E) = \frac{dn}{dE} \) in the Fermi-gas model.
(c) How does the level density change if we consider the nucleons as a collection of relativistic particles?

8. In the semi-empirical mass formula, a symmetry term appears and the coefficient \( a_A \) has been determined to fit experimental masses all through the nuclear mass table with as a result \( a_A = 19 \text{ MeV} \). Show that such a term can be deduced in a very natural way starting from the Fermi-gas model. Derive the strength that thus follows and compare with the optimal fitted value of \( a_A \). Discuss possible explanations for the very large difference between the 'theoretical' and 'empirical' values of \( a_A \). Data given: \( r_0 = 1.2 \text{ fm} \); \( mc^2 = 938 \text{ MeV} \); \( \hbar c = 197 \text{ MeV fm} \).

9. The maximal kinetic energy of positrons being emitted in the \( \beta^+ \)-decay of the nucleus \(^{13}\text{N} \) \((Z = 7)\) amounts to 1.24 MeV. After the beta-decay, no gammas are emitted. Calculate, starting from this data, the nuclear radius of the atomic nucleus with mass \( A = 13 \). Compare the so-derived value with the radius calculated as the root mean square for a nucleus with \( A = 13 \) and constant charge density inside the nucleus.
Data given: we consider \( r_0 = 1.2 \text{ fm} \); \((m_n - m_p)e^2 = 1.29 \text{ MeV} \) and \( e^2/(4\pi\varepsilon_0) = 1.44 \text{ MeV fm} \).

10. We give the following binding energies for a number of nuclei (in units MeV)

\[
\begin{align*}
^{14}\text{N} & \quad 104.6598 & \quad ^{14}\text{O} & \quad 98.7325 \\
^{15}\text{N} & \quad 115.4932 & \quad ^{15}\text{O} & \quad 111.9569 \\
^{16}\text{N} & \quad 117.9845 & \quad ^{16}\text{O} & \quad 127.6207 \\
^{17}\text{N} & \quad 123.8680 & \quad ^{17}\text{O} & \quad 131.7650.
\end{align*}
\]

Determine the proton and neutron separation energy in \(^{16}\text{O}\) and in \(^{17}\text{O}\). What does this tell us about the properties of nuclear forces acting inside nuclei. Also bring in arguments.
as to which terms in the semi-empirical mass formula could be mainly responsible for the observed differences in the proton and neutron separation energy.

11. (a) Show that the $Q$-value of any given nuclear reaction can be written as

$$Q = \sum \text{binding energies (final nuclei)} - \sum \text{binding energies (initial nuclei)}.$$

(b) From which value of $A$ can alpha-decay start to proceed in a spontaneous way?

Data given: $a_V = 14\text{ MeV}; a_S = 13\text{ MeV}; a_C = 0.6\text{ MeV}; a_A = 19\text{ MeV};$ binding energy of the alpha-particle = $28.3\text{ MeV}.$

Study the behaviour of $Q(A)$ in a graphical way.

(c) Under which conditions, will a given nucleus be stable against both $\beta^-, \beta^+$ as well as electron $K$-capture.

12. Show that the binding energy (per nucleon) of atomic nuclei close to the line of beta-stability can be written as

$$\text{BE}(A, Z)/A = \text{BE (stability line)} + g_c (Z - Z_0)^2.$$

with $Z_0$ the value of $Z$ at the stability line. In deriving this expression we have made the following approximations: replace $Z(Z - 1) \rightarrow Z$; neglect the terms $(m_n - m_p)c^2.A/8a_A$ and $a_C A^{2/3}/8a_A$ in the expression for $Z_0$.

Determine $g$ in as compact a form as possible. Also determine the binding energy per nucleon for nuclei that are positioned exactly on the line of beta-stability. Study the latter quantity in a graphical way and determine the maximal value starting from this graphical analysis. Data given: $a_V = 14\text{ MeV}; a_S = 13\text{ MeV}; a_C = 0.6\text{ MeV}; a_A = 19\text{ MeV}.$

13. Determine the particular value of $Z$ relative to the value of $Z_0$ (that value of $Z_0$ which exactly falls on the line of beta-stability) at which a neutron is no longer bound (reaching the neutron drip-line), i.e.

$$Ae(A) \leq (A - 1)e(A - 1),$$

with $e(A) = \text{BE}(Z, N)/A$ the binding energy per nucleon.

Hint: make use of the expression of the binding energy (a parabola in $(Z - Z_0)^2$) as derived in problem 12 in which $Z_0$ is that value of $Z$ that occurs at the beta-stability line itself. Also assume that one can approximately use $e_0(A) \simeq e_0(A - 1)$ and that $Z_0 \gg |Z - Z_0| \gg 1$. Also replace $Z(Z - 1) \rightarrow Z^2$ in the Coulomb energy expression.

14. Discuss and evaluate recoil energies as they appear in $\alpha$, $\beta^-$- and $\gamma$-decay.

Calculate and compare the order of magnitude for each process for an atomic nucleus with $A = 40$, $Z = 20$ and $Q_\alpha = Q_{\beta^-} = Q_\gamma = 5\text{ MeV}.$ In which situation is the best approximation obtained by neglecting this recoil energy?

15. If we approximate the average nuclear potential by a square well potential

$$U(r) = \begin{cases} -U_0 & 0 \leq r \leq R_0 \\ \infty & r \geq R_0. \end{cases}$$
which has finite depth, determine the single-particle spectrum as characterized by the quantum numbers \((n, l)\).

Also determine both the individual and cumulative occupation of the single-particle energy spectrum. How has this to be modified in order to account for the observed stable configurations \(2, 8, 20, 28, 50, 82, \ldots \)?

Data given: the lowest roots of the spherical Bessel functions are given in table PC.15 and figure PC.15.

![Graph of spherical Bessel functions](image)

Figure PC.15.

16. The three-dimensional harmonic oscillator can be studied using either Cartesian coordinates (solutions are products of Hermite functions) or spherical coordinates (Laguerre functions).

Deduce for the \(N = 0\) and \(N = 1\) harmonic oscillator quantum number, relations that connect the radial wavefunctions as obtained in the different bases.

17. The Hartree–Fock equations can also be derived from a variational principle for the ground-state energy

\[
E = \langle \hat{\psi} | \hat{H} | \hat{\psi} \rangle,
\]

in which the ground-state (Hartree–Fock) energy become stationary (minimal) against small variations of the single-particle wavefunctions \(\varphi_i\).

18. Harmonic oscillator wavefunctions are good approximations to the more realistic Woods–Saxon wavefunctions that are derived from a potential with a finite depth which vanishes at infinity. Discuss, both in a qualitative and quantitative way for which electromagnetic operators (multipole order) describing electric transitions, differences in the radial integrals using harmonic oscillator and Woods–Saxon wavefunctions are expected to be maximal.
19. It has been shown that a strong spin–orbit coupling is necessary in nuclei in order to correctly reproduce the observed single-particle energy spectra. Also, in atomic physics, spin–orbit effects are present, coupling the orbital electron motion to its intrinsic spin (Thomas term).

Discuss the differences (and the origin of this difference) between both the sign and the magnitude of the nuclear and atomic spin–orbit interaction.

20. Determine the spin–orbit splitting energy, starting from general tensor reduction formulae in order to evaluate the corresponding matrix element

\[ \langle n(\ell, 1/2) jm | \alpha(r) \hat{\ell} \hat{s} | n(\ell, 1/2) jm \rangle. \]

Hint: use the reference of de-Shalit and Talmi (1974), appendices.

21. By modifying the spherical harmonic oscillator potential into an axially deformed harmonic oscillator potential, and using the definitions

\[ \omega_x = \omega_y = \omega_0 (1 + 1/3 \varepsilon) \]
\[ \omega_z = \omega_0 (1 - 2/3 \varepsilon). \]

(a) determine the ‘diagonal’ energy corrections caused by the perturbation which is equal to the difference between the deformed and spherical harmonic oscillator terms
(b) show that now \([\hat{H}, \hat{\ell}_z] = 0; [\hat{H}, \hat{\ell}_x] \neq 0; [\hat{H}, \hat{\ell}_y] \neq 0\) and that the eigenstates no longer have a 'good' angular momentum value \(\ell\), or that one obtains the expansion

\[
|m\rangle = \sum_m a_{l, m} |l, m\rangle.
\]

22. Determine all possible states for a \((1f_{7/2})^2\) configuration, using the m-scheme and considering identical nucleons (two protons or two neutrons). How do these results change if we consider a proton and a neutron configuration to be coupled?

23. Determine all possible two-body matrix elements in the \(N = 1\) harmonic oscillator shell-model space, i.e. considering the \(1p_{3/2}, 1p_{1/2}\) shell-model orbitals. Consider identical nucleons first. How will this result change if we consider the possibility of having both protons and neutrons interacting in this \(N = 1\) oscillator shell-model space?

24. Determine the energy separation between a singlet \((S = 0)\) and a triplet \((S = 1)\) state of two nucleons with their individual intrinsic spins coupled, making use of a specific spin-dependent two-body interaction

\[
V = -V_0 (a + b \hat{\sigma}_1 \cdot \hat{\sigma}_2).
\]

25. Show that the antisymmetry of the two-nucleon wavefunctions (using a harmonic oscillator model) implies that \(T + S + \ell = \text{odd}\) (where \(\ell\) is the relative orbital angular momentum).

How would this condition change for arbitrary (more general and to be expanded in a harmonic oscillator basis) single-particle wavefunctions?

26. Determine, in detail, the \((T, T_z)\) dependence for an isoscalar, isovector and isotensor (rank 2) energy term \(E(T, T_z)\) and this for a general Hamiltonian containing kinetic energy (with slightly different proton and neutron masses), charge independent nucleon-nucleon strong interactions and a Coulomb contribution.

27. Determine the precise form of the Coulomb interaction as occurring in the nuclear many-body Hamiltonian describing \(A\) nucleons of which \(Z\) are protons, i.e. determine the precise tensorial character (tensor properties in isospin space).

28. Show that the kinetic energy term for an interacting nucleon system containing \(Z\) protons and \(N\) neutrons gives rise to a purely isovector (tensor of rank 1) interaction.

29. Study the following three-level problem where two of the states are degenerate in energy, at an energy \(\epsilon\), interacting with a third state at energy \(\epsilon'\) (with \(\epsilon \neq \epsilon'\)) and with strength \(V\). States 1 and 2 have no direct interaction (see figure PC.29).

Study the variation for changing energy difference \(\epsilon' - \epsilon\) (numerical study).
Figure PC.29.
PART D

NUCLEAR STRUCTURE:
RECENT DEVELOPMENTS

Upon starting the study of the nuclear many-body system, it is a good idea to ask how we might best describe such a system. Should we consider the nucleus as a system where the single-particle degrees of freedom dominate and determine the observed nuclear structure phenomena? Can we consider the nucleus approximately as a charged liquid drop that can carry out collective vibrations and rotations? Is it, after all, more correct to speak of a collection of nucleons and nucleon resonances in a pion field or do we have to go down to the deepest level of quarks interacting with gluon fields in order to describe and understand nuclear phenomena?

Maybe the ‘truth’ is that the way in which the nucleus can be observed and described depends very much on the nature and energy of the probe with which we are observing and also on the way that the nucleus can show all facets, as was depicted in figure 1.1 of Chapter 1. This multi-faceted aspect of the nucleus will become clear when we discuss in more detail the microscopic self-consistent and purely collective approach of describing low-lying phenomena in the nucleus.

One of the most surprising features in the behaviour of the nuclear many-body system is the existence of a large amount of orderly motion in spite of strong nucleon-nucleon interactions in the nucleus. There exists a rather large nuclear mean-free path within the nucleus and the interacting nucleon system can, in first order, be approximated by a weakly interacting system governed by a nuclear one-body mean field (Chapter 10). This mean field can, in many cases, deviate from a spherical shape (deformed nuclei). Besides this mean field, a number of residual interactions remain determining the specific shell-model excitation modes (Chapter 11). We shall also discuss a number of collective excitations using shape variables (the Bohr-Mottelson model): collective vibrations, rotations and, eventually, beginning with the symmetries present in the nuclear interacting A-body system, we will highlight a number of recently discovered collective modes of motion, mainly determined via the proton-neutron interaction (Chapter 12). The properties of nuclear rotation, extending to very high angular momentum as well as the study of extreme forms of nuclear deformed shapes represented by super- and hyperdeformation are discussed in Chapter 13.

More recently, new techniques have allowed the exploration of nuclei very far away from the region of beta-stability and now one tries to reach the extremes at the proton and neutron drip lines. Here one reaches unexplored ground where no easy extrapolations are possible. Theoretical methods common to general studies of weakly bound quantum systems will have to be invoked in understanding nuclei where almost pure neutron matter
matter is reached or where very heavy $N = Z$ nuclei occur. We shall discuss both the experimental methods and glimpses of new physics in Chapter 14. In Chapter 15 we extend the discussion beyond the pure ‘hadronic’ proton and neutron regime by indicating the existence of a number of data in the sub-nucleonic regime ($\Delta$-resonance, pions and mesons in the nucleus etc.) that point out a connecting element towards the study of higher energy facets. We discuss recent endeavours in the search for these nuclear structure phenomena that are situated at the borderline between more traditional nuclear physics studies and the intermediate and high energy regimes. In a final epilogue (Chapter 16) we underline the importance of investment in technical developments: we point out that any time new experimental methods have been extensively used to probe the atomic nucleus, unexpected physics phenomena have appeared that were most often absent in the most advanced theoretical extrapolations.
THE NUCLEAR MEAN-FIELD: SINGLE-PARTICLE EXCITATIONS AND GLOBAL NUCLEAR PROPERTIES

10.1 Hartree–Fock theory: a variational approach

In many theoretical approaches, the nuclear mean field is described by means of the Hartree–Fock variational approximation. An effective interaction is introduced and the average potential is identified with the first-order contribution to the perturbation expansion of the mean field in powers of the strength of this effective interaction. The forces are determined such that a number of global nuclear properties (binding energy, nuclear charge and mass radii, density distributions, etc) are reproduced in lowest order. This Hartree–Fock approach, although clearly having its limitations, has been shown to be a very appropriate, lowest-order theory of an interacting \( A \)-body nuclear problem.

In this Hartree–Fock approach, a distinction can be made between (i) weakly-bound states, (ii) deeply-bound states as well as (iii) positive energy scattering states. A recent method to obtain both bound and scattering states from a general, optical potential, has been proposed by Mahaux and Sartor and is discussed, at length, by Mahaux (1985) (see also figure 10.1).

![Figure 10.1. Sketch of the three important energy domains. The Fermi energy is denoted by \( \epsilon \). The shaded region corresponds to the occupied states in the independent particle model description of the nuclear ground state (taken from Mahaux et al 1985).](image)

The starting point of Hartree–Fock theory (HF) (see also section 9.6.1 for a more intuitive discussion) is the description of the many-body wavefunction as an antisymmetrized product wavefunction

\[
\Psi(1, 2, \ldots, A) = \mathcal{A} \phi_{\alpha_1}(1) \phi_{\alpha_2}(2) \ldots \phi_{\alpha_A}(A).
\]  

(10.1)
where
\[ A = \sum_{\rho} (-1)^{\rho} \hat{P}_\rho. \]

with \( \hat{P}_\rho \), the permutation operator, permutating the \( A \) nucleon coordinates and \((-1)_{\rho} = \pm 1\) for an even or odd permutation of the indices, \( 1, 2, \ldots, A \). Here, moreover 1, 2, \ldots is a shorthand notation for all coordinates describing the nucleon and \( \alpha_1, \alpha_2, \ldots \) denotes all quantum numbers needed to characterize the basis wavefunctions. The 'best' wavefunction is determined through the variational expression
\[ \delta\langle \Psi | \hat{H} | \Psi \rangle = \langle \delta \Psi | \hat{H} | \Psi \rangle = 0, \quad (10.2) \]

for variations \( \delta \Psi \) that conserve the normalization of the single-particle wavefunction i.e.
\[ \int |\varphi_{\alpha_i}(\vec{r})|^2 \, d\vec{r} = 1. \quad (10.3) \]

Starting from the Hamiltonian
\[ \hat{H} = \sum_{i=1}^{A} \frac{\hat{p}_{\alpha_i}^2}{2m_i} + \frac{1}{2} \sum_{i<j}^{A} V(\vec{r}_i, \vec{r}_j). \quad (10.4) \]

the expectation value \( \langle \Psi | \hat{H} | \Psi \rangle \) becomes
\[ \langle \Psi | \hat{H} | \Psi \rangle = -\frac{\hbar^2}{2m} \sum_{i=1}^{A} \int \varphi_{\alpha_i}^{*}(\vec{r}) \Delta \varphi_{\alpha_i}(\vec{r}) \, d\vec{r} \]
\[ + \sum_{i<j}^{A} \int \varphi_{\alpha_i}^{*}(\vec{r}) \varphi_{\alpha_j}^{*}(\vec{r}') V(\vec{r}, \vec{r}') \varphi_{\alpha_i}(\vec{r}) \varphi_{\alpha_j}(\vec{r}') \, d\vec{r} \, d\vec{r}' \]
\[ - \sum_{i<j}^{A} \int \varphi_{\alpha_i}^{*}(\vec{r}) \varphi_{\alpha_j}^{*}(\vec{r}') V(\vec{r}, \vec{r}') \varphi_{\alpha_i}(\vec{r}) \varphi_{\alpha_j}(\vec{r}') \, d\vec{r} \, d\vec{r}'. \quad (10.5) \]

Applying the variation on the \( \varphi_{\alpha_i}^{*}(\vec{r}) \), we obtain the single-particle Schrödinger equation
\[ -\frac{\hbar^2}{2m} \Delta \varphi_{\alpha_i}(\vec{r}) + \sum_{j=1}^{A} \int d\vec{r}' \varphi_{\alpha_j}^{*}(\vec{r}') V(\vec{r}, \vec{r}') \varphi_{\alpha_j}(\vec{r}') \varphi_{\alpha_i}(\vec{r}) \]
\[ - \sum_{j=1}^{A} \int d\vec{r}' \varphi_{\alpha_j}^{*}(\vec{r}') V(\vec{r}, \vec{r}') \varphi_{\alpha_j}(\vec{r}) \varphi_{\alpha_i}(\vec{r}') = \varepsilon_{\alpha_i} \varphi_{\alpha_i}(\vec{r}). \quad (10.6) \]

where \( \varepsilon_{\alpha_i} \) is the Lagrange multiplier that takes into account the single-particle wavefunction normalization. It obtains the meaning of a single-particle energy. This is apparent when restating \( (10.6) \) in the condensed form
\[ -\frac{\hbar^2}{2m} \Delta \varphi_{\alpha_i}(\vec{r}) + \int d\vec{r}' U(\vec{r}, \vec{r}') \varphi_{\alpha_i}(\vec{r}') = \varepsilon_{\alpha_i} \varphi_{\alpha_i}(\vec{r}). \quad (10.7) \]
where \( U(\vec{r}, \vec{r}') \) describes the self-consistent field, as

\[
U(\vec{r}, \vec{r}') = \delta(\vec{r} - \vec{r}') \sum_{j=1}^{A} \int d\vec{r}'' V(\vec{r}, \vec{r}'') \varphi_{\alpha_j}(\vec{r}'') \varphi_{\alpha_j}^*(\vec{r}'') - \sum_{j=1}^{A} V(\vec{r}, \vec{r}') \varphi_{\alpha_j}(\vec{r}) \varphi_{\alpha_j}^*(\vec{r}').
\]

The first term is the local (direct) term corresponding to the Hartree field. The second describes the exchange term and is non-local, related directly to the two-body force \( V(\vec{r}, \vec{r}') \).

It could be that the two-body interaction has a more general form, i.e. it depends not only on the particle coordinates but also on their relative momenta. Then, more general methods have to be used (see Ring and Schuck 1980 and Rowe 1970).

We can introduce also the density which, for the simple product wavefunction of (10.1) becomes

\[
\rho(\vec{r}', \vec{r}) = \sum_{j=1}^{A} \varphi_{\alpha_j}(\vec{r}') \varphi_{\alpha_j}^*(\vec{r}).
\]

with the special property that

\[
\int d\vec{r}'' \rho(\vec{r}', \vec{r}'') \rho(\vec{r}'', \vec{r}) = \rho(\vec{r}', \vec{r}).
\]

which also reads, in a formal way, as \( \rho^2 = \rho \).

The practical solution to the Hartree–Fock equations (10.7) with the self-consistent field given by equation (10.8) is then obtained in an iterative way as discussed in Chapter 9.

In Box 10a, we discuss a force that has been used quite successfully in many recently performed Hartree–Fock calculations, which use two-body forces \( V(\vec{r}_1, \vec{r}_2) \) with a zero-range structure that contains, moreover, a density dependence to which zero-range three-body terms are added. These Skyrme forces (Heyde 1991) were first used in numerical calculations by Vautherin and Brink (1972).

The local central part, determined using these SkE2 force parametrization for both protons and neutrons (Waroquier 1983) for the heavy doubly-closed shells nucleus \(^{208}\text{Pb}\), are illustrated in figure 10.2. The form is very much reminiscent of the phenomenological Woods–Saxon shape as discussed in Chapter 9, but now the precise shape includes more details of the residual two-body interaction, including many-body effects through the density dependence \( \rho((\vec{r}_1 + \vec{r}_2)/2) \) and the three-body contributions as discussed in Box 10a.

In the next section we discuss a number of observables that are used, mainly to determine the effective two-body interaction for which the major constraint is to give saturation properties in the nuclear interior at the correct equilibrium density. A number of ‘global’ properties so described are briefly discussed.

10.2 Hartree–Fock ground-state properties

Starting from the product Hartree–Fock wavefunction in the form of equation 10.1

\[
\Psi_{HF}(1, 2, \ldots A) = A \prod_{j=1}^{A} \varphi_{\alpha_j}^{HF}(i),
\]
Figure 10.2. Potentials $U^{(p)}(r)$ and $U^{(n)}(r)$ in $^{208}$Pb, obtained by starting from an effective Skyrme pre-parameterization (taken from Waroquier et al 1983).

A number of ground-state properties can be evaluated in a straightforward way such as

$$\langle \Psi_{HF} | \hat{H} | \Psi_{HF} \rangle = E_0,$$

$$\langle \Psi_{HF} | \sum_{i=1}^{A} \hat{r}_i^2 | \Psi_{HF} \rangle = \langle r^2 \rangle(\pi, \nu),$$

(10.12)

$$\langle \Psi_{HF} | \sum_{i=1}^{A} \hat{\rho}(\hat{r}_i) | \Psi_{HF} \rangle = \rho(\bar{r})(\pi, \nu),$$

for the total binding energy, the nuclear radii for protons ($\pi$) and neutrons ($\nu$) and more detailed density distributions.

In tables 10.1 and 10.2, we give the parametrizations for a number of Skyrme forces; SkE2, SkE4, SkIII—the original Skyrme parametrization and, correspondingly, the results of relative binding energy $E_0/A$, proton and neutron point rms radii $r_p$, $r_n$ (fm) and charge rms radii $r_c$ (fm). We also present a number of calculations. The single-particle energy spectra for $^{90}$Zr are given in figure 10.3. Here, in particular, the large gaps at nucleon numbers 20, 28, 40 (for neutrons) and 50 for both protons and neutrons are clearly observed in this self-consistent calculation. In figures 9.16 and 9.17 of the previous chapter, a number of charge and matter density distributions have been shown for a number of double-closed shell nuclei. A comparison with the experimental data for the charge density distributions is also carried out. In figure 9.17, the various mass density distributions are plotted (for many nuclei) on a single figure to accentuate the strong similarity of the average mass density, neglecting the central density oscillatory behaviour. This figure represents the nuclear saturation property of the mass distributions in a most dramatic way.

The actual nuclear rms radii can also be evaluated as illustrated in figure 10.4, where the variation for the open neutron shell tin nuclei is presented. Here, we show the proton
Table 10.1. A list of SkE2 and SkE4 parameters which yield suitable values of nuclear matter and ground-state quantities for doubly-closed shell nuclei. The original Skyrme interaction SkIII is given for comparison (Beiner et al 1975, Waroquier et al 1983).

<table>
<thead>
<tr>
<th></th>
<th>$t_0$ (MeV fm$^3$)</th>
<th>$t_1$ (MeV fm$^5$)</th>
<th>$t_2$ (MeV fm$^5$)</th>
<th>$t_3$ (MeV fm$^6$)</th>
<th>$x_0$</th>
<th>$W'_0$ (MeV fm$^4$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SkE2</td>
<td>-1299.30</td>
<td>802.41</td>
<td>-67.89</td>
<td>19 558.96</td>
<td>0.270</td>
<td>120</td>
</tr>
<tr>
<td>SkE4</td>
<td>-1263.11</td>
<td>692.55</td>
<td>-83.76</td>
<td>19 058.78</td>
<td>0.358</td>
<td>120</td>
</tr>
<tr>
<td>SkIII</td>
<td>-1128.75</td>
<td>395.0</td>
<td>-95.0</td>
<td>14 000.0</td>
<td>0.45</td>
<td>120</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$t_4$ (MeV fm$^3$)</th>
<th>$K$ (MeV)</th>
<th>$(E/A)_{n,m}$ (MeV)</th>
<th>$k_F$ (fm$^{-1}$)</th>
<th>$m^*/m$</th>
<th>$a_r$ (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SkE2</td>
<td>-15 808.79</td>
<td>200</td>
<td>-16.0</td>
<td>1.33</td>
<td>0.72</td>
<td>29.7</td>
</tr>
<tr>
<td>SkE4</td>
<td>-12 258.97</td>
<td>250</td>
<td>-16.0</td>
<td>1.31</td>
<td>0.75</td>
<td>30.0</td>
</tr>
<tr>
<td>SkIII</td>
<td>0.0</td>
<td>356</td>
<td>-15.87</td>
<td>1.29</td>
<td>0.76</td>
<td>28.2</td>
</tr>
</tbody>
</table>

Figure 10.3. Hartree–Fock single-particle spectrum in $^{191}$Zr using an effective Skyrme force (taken from Van Neck et al 1990).

rms radius as a function of the neutron excess. Corrections for finite proton size and centre-of-mass motion result in an almost constant shift to a slightly higher rms value. From $A = 120$ onwards, the neutron $1h_{11/2}$ orbital starts filling, accentuating the spin-orbit contribution which results in a slight lowering in the relative increase in nuclear
Table 10.2. Binding energies per nucleon $E/A$ (MeV), proton and neutron rms radii $r_p$ and $r_n$ (fm) and charge rms radii $r_c$ (fm), corresponding to various Skyrme parametrizations in self-consistent Hartree–Fock calculations (Waroquier et al 1983).

<table>
<thead>
<tr>
<th></th>
<th>$E/A$</th>
<th>$r_p$</th>
<th>$r_n$</th>
<th>$r_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{16}$O</td>
<td>-7.92</td>
<td>2.63</td>
<td>2.60</td>
<td>2.68</td>
</tr>
<tr>
<td>SkE2</td>
<td>-7.96</td>
<td>2.65</td>
<td>2.62</td>
<td>2.70</td>
</tr>
<tr>
<td>SkIII</td>
<td>-8.03</td>
<td>2.64</td>
<td>2.61</td>
<td>2.70</td>
</tr>
<tr>
<td>exp</td>
<td>-7.98</td>
<td></td>
<td></td>
<td>2.71</td>
</tr>
<tr>
<td>$^{40}$Ca</td>
<td>-8.56</td>
<td>3.37</td>
<td>3.31</td>
<td>3.42</td>
</tr>
<tr>
<td>SkE2</td>
<td>-8.59</td>
<td>3.40</td>
<td>3.35</td>
<td>3.46</td>
</tr>
<tr>
<td>SkIII</td>
<td>-8.57</td>
<td>3.41</td>
<td>3.36</td>
<td>3.46</td>
</tr>
<tr>
<td>exp</td>
<td>-8.55</td>
<td></td>
<td>3.36</td>
<td>3.48</td>
</tr>
<tr>
<td>$^{48}$Ca</td>
<td>-8.63</td>
<td>3.39</td>
<td>3.56</td>
<td>3.44</td>
</tr>
<tr>
<td>SkE2</td>
<td>-8.65</td>
<td>3.43</td>
<td>3.59</td>
<td>3.47</td>
</tr>
<tr>
<td>SkIII</td>
<td>-8.69</td>
<td>3.46</td>
<td>3.60</td>
<td>3.50</td>
</tr>
<tr>
<td>exp</td>
<td>-8.67</td>
<td></td>
<td>3.54</td>
<td>3.48</td>
</tr>
<tr>
<td>$^{90}$Zr</td>
<td>-8.67</td>
<td>4.17</td>
<td>4.24</td>
<td>4.21</td>
</tr>
<tr>
<td>SkE2</td>
<td>-8.71</td>
<td>4.22</td>
<td>4.29</td>
<td>4.26</td>
</tr>
<tr>
<td>SkIII</td>
<td>-8.69</td>
<td>4.26</td>
<td>4.31</td>
<td>4.30</td>
</tr>
<tr>
<td>exp</td>
<td>-8.71</td>
<td></td>
<td>4.32</td>
<td>4.27</td>
</tr>
<tr>
<td>$^{132}$Sn</td>
<td>-8.36</td>
<td>4.62</td>
<td>4.84</td>
<td>4.66</td>
</tr>
<tr>
<td>SkE2</td>
<td>-8.36</td>
<td>4.68</td>
<td>4.89</td>
<td>4.71</td>
</tr>
<tr>
<td>SkIII</td>
<td>-8.36</td>
<td>4.73</td>
<td>4.90</td>
<td>4.78</td>
</tr>
<tr>
<td>exp</td>
<td>-8.36</td>
<td></td>
<td>4.73</td>
<td>4.58</td>
</tr>
<tr>
<td>$^{208}$Pb</td>
<td>-7.87</td>
<td>5.41</td>
<td>5.57</td>
<td>5.45</td>
</tr>
<tr>
<td>SkE2</td>
<td>-7.87</td>
<td>5.47</td>
<td>5.62</td>
<td>5.50</td>
</tr>
<tr>
<td>SkIII</td>
<td>-7.87</td>
<td>5.52</td>
<td>5.64</td>
<td>5.56</td>
</tr>
<tr>
<td>exp</td>
<td>-7.87</td>
<td></td>
<td>5.50</td>
<td></td>
</tr>
</tbody>
</table>

radius. We can distinguish two slightly different slopes in $(r_{\text{charge}}^2)^{1/2}$. In filling the $1g_{7/2}$ and $2d_{5/2}$ neutron orbits, we obtain an isotopic shift coefficient of 0.643, while from $A = 114$ onwards, the slope decreases further to an isotopic shift coefficient of 0.458 which is half of the usual value of $\gamma = 1$, which represents the average behaviour of increase in nuclear radii. This means an approximate increase according to $A^{1/6}$. This result is in sharp contrast to the dependence on $N$ of the neutron rms, which increases faster than $A^{1/3}$, especially in the region of the light tin isotopes.

In calcium nuclei, which have an identical number of protons, the variation in the charge rms radius presents an interesting challenge to the existing mean-field (HF)
Figure 10.4. Proton rms radii in the tin isotopes. The long dashed line represents the proton point radii. The short dashed line includes the corrections for finite proton sizes and com motion. After taking into account the electromagnetic contributions, one can derive the final charge rms, represented by the thick full line (taken from Waroquier et al 1979) (see text for the explanation of the $\gamma$ parameter).

calculations, since the charge radius in $^{48}$Ca is slightly smaller than in $^{40}$Ca, the spherical droplet model, indicates an increase of $(r^2)_{\text{charge}} \propto A^{2/3}$ that is totally at variance with the data points (see figure 10.5(a)). The observed parabolic variation with $N$ (with maximal value at the $1f_{7/2}$ mid-shell configuration at $N = 24$) cannot be explained using HF calculations only. In figure 10.5(b) we present the charge rms radii for the even–even calcium nuclei and only a very smooth variation with a slight increase towards $^{48}$Ca is predicted. In searching for possible explanations, ground-state correlations can make up for this specific $N$-dependence. RPA calculations by Broglia and Barranco (1985), which include monopole, quadrupole, octupole admixtures in the $0^+$ ground state can make up for the global behaviour. An excellent fit that is able to produce the odd–even staggering effect in calcium nuclei is given by explicitly treating the residual proton–neutron interaction (Talmi 1984), that uses the dependence of $(r^2)_{\text{charge}}$ where

$$(r^2)_n = \varepsilon n + \alpha n(n - 1)/2 + \beta [n/2].$$

and $[u/2]$ denotes the largest integer not exceeding $n/2$.

10.3 Test of single-particle motion in a mean field

10.3.1 Electromagnetic interactions with nucleons

The ideal probe to test the nucleonic motion in the nucleus is the electromagnetic interaction. This can be carried out using electron scattering off the nucleus. The
electron now acts as a microscope with which to study the nucleons moving inside the nucleus. By changing the energy ($\hbar \omega$) and momentum ($\hbar \vec{q}$) of the electron, various details ranging from nuclear collective surface excitations to details of the nuclear motion can be scrutinized. In figure 10.6, we illustrate in a schematic way various dynamical processes. At the point $\hbar \omega = 0$, elastic scattering takes place and the nucleus remains in its ground state. The nuclear current consists of contributions from moving protons as well as from the nuclear magnetism, caused by the motion of intrinsic magnetic moments associated with the protons and neutrons. Charge and current distributions can be separated under certain kinematical conditions that characterize the scattering process. In the region $0 \leq \hbar \omega \leq 20$ MeV, a large number of resonances in the nuclear many-body system appear. In the region $30$ MeV $\leq \hbar \omega \leq 150$ MeV, one-nucleon emission occurs as the dominant process. This is a most interesting region, since by measuring simultaneously the energies and momenta of outgoing nucleons and scattered electrons ($e'$), information about the velocity distribution of a nucleon in a nucleus prior to the interaction can be obtained.

Figure 10.7 shows a schematic representation of the above process. We shall now adopt the most simple reaction mechanism which can be thought of: the detected nucleon is ejected in a one-step reaction mechanism, in which all other nucleons remain as spectators. Moreover, we adopt a plane wave description for the emitted particle. This approach is also called the 'quasi-free' approximation. Imposing momentum conservation on the vertices I and II of figure 10.7 one obtains in the laboratory system, with $|\vec{p}_A| = 0$,

$$\vec{p}_m = \vec{p}_u - \hbar \vec{q} = -\vec{p}_B.$$  

The momentum $\vec{p}_m$ is customarily referred to as the missing momentum. In the quasi-free approximation, this missing momentum just represents the momentum of the detected nucleon just before it undergoes the interaction with the external electromagnetic field, in which it absorbs a momentum $\hbar \vec{q}$. 

**Figure 10.5.** (a) Proton point rms radii. The full line gives the proton point rms radius. The dashed line (1) incorporates finite proton size and COM corrections, (2) includes electromagnetic neutron effects, while (3) represents the final charge rms radii (taken from Waroquier et al, 1979). (b) Comparison of measured calcium radii with the spherical droplet RPA calculations of Barranco and Brogna (1985) and a fit using the shell-model formula (10.13) as derived by Talmi (1984).
10.3 TEST OF SINGLE-PARTICLE MOTION IN A MEAN FIELD

Figure 10.6. Schematic representation of the cross-section for electron scattering off the nucleus, as a function of the energy transfer $h\omega$ (in MeV). A number of energy regions are indicated, each characterized by its own specific scattering mechanism as illustrated (taken from De Vries et al 1983).

Figure 10.7. One-photon exchange diagram for an electromagnetically induced one-particle emission process in the plane-wave impulse approximation (PWIA) (taken from Ryckebusch 1988).

A nucleon moving in a nucleus with $A$ interacting nucleons will be characterized by a probability distribution for its velocity. In the independent-particle model (IPM), it is useful to introduce the momentum distribution $\rho_a(\vec{p})$ for a given single-particle state, characterized by $a \equiv \{n_a, l_a, j_a, \epsilon_a\}$. The function $\rho_a(\vec{p})$ then gives the probability to find a nucleon with momentum $\vec{p}$ in the particular state $a$, which becomes

$$\rho_a(\vec{p}) = \sum_{m_a} |\varphi_{a,m_a}(\vec{p})|^2 v^2_{a} = \sum_{m_a} \left( \frac{1}{(2\pi\hbar)^{3/2}} \int d\vec{r} e^{(i\vec{p} \cdot \vec{r}/\hbar)} \varphi_{a,m_a}(\vec{r}) \right)^2 v^2_{a}. \quad (10.15)$$

Here, $v^2_{a}$ gives the occupation probability of the single-particle orbital $a$ in the ground
state. Note furthermore that

$$\int d\vec{p} \rho_a(\vec{p}) = (2j_a + 1)v_a^2. \quad (10.16)$$

Inserting the precise structure of the single-particle wavefunctions, as discussed by Ryckebusch (1988), in (10.15), one obtains the result

$$\rho_a(\vec{p}) = \frac{1}{2\pi^2\hbar^3} \left[ \int dr \, r^2 j_{j_a}(pr/\hbar)\varphi_{\pi_i,\pi_a}(r) \right]^2 v_a^2(2j_a + 1). \quad (10.17)$$

with $j_{j_a}(pr/\hbar)$ the spherical Bessel function. So, determining the momentum distribution $\rho_a(\vec{p})$ immediately gives access to the nuclear single-particle wavefunctions by means of a Fourier–Bessel transformation. This momentum distribution (or related spectral function) for the case of the 1p$_{3/2}$ orbit in $^{16}\text{O}$, together with the shell-model prediction, is shown in figure 10.8. One observes that the most probable velocity, amounts to $\approx 10\%$ of the velocity of light. We also observe a very detailed agreement between experiment and theory.

### 10.3.2 Hartree–Fock description of one-nucleon emission

If we intend to go beyond the most simple ‘quasi-free’ approach, one can start from the Hartree–Fock determination of both the bound and scattering states of the nucleon that will be ejected in the (e,e'p) process. One uses a SkE force to determine all ingredients needed to evaluate the nuclear response to the external electromagnetic field. The full electromagnetic interaction process is considered where also the nuclear correlations (RPA correlations) inside the nucleus as well as the final-state interactions (FSI) between the
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**Figure 10.8.** Experimental spectral function for a 1p$_{3/2}$ proton in $^{16}\text{O}$, together with a shell-model prediction. The nucleon velocity is expressed in units $10^6$ ms$^{-1}$. 

outgoing nucleon and the remaining nucleus \((A - 1)\) are taken into account (figure 10.9). The original 'quasi-free' knockout is depicted in figure 10.10\((a)\). That picture changes considerably when the RPA nuclear correlations are also taken into account. Initially, we have a similar simple picture: a nucleon becomes excited from a bound into a continuum state. The excited particle is, however, now interacting with the other nucleons, not only via the average HF field but also through the residual interaction. This is sketched in part \((b)\) of figure 10.10. The residual interaction represents a means to exchange energy and momentum between two nucleons. More complicated processes can even be thought of. This picture finally leads to the concept of 'doorway' states, lasting long enough for a nucleon to be sent out, and the daughter \((A - 1)\) nucleus to form in a definite, final state. Because of the residual interactions act in the RPA processes, the emitted nucleon is not necessarily the same as that nucleon on which the initial electromagnetic interaction took place. In this sense, the RPA picture allows a number of multi-step processes, which is in contradiction with the IPM and 'quasi-free' knockout description.

![Figure 10.9](image)

**Figure 10.9.** Electromagnetic interaction, exchanging energy \(\hbar \omega\) and momentum \(\hbar \vec{q}\) with a nucleus consisting of \(A\) nucleons (with energy \(E_A/c\) and momentum \(\vec{p}_A\)). In the above process, a nucleon is emitted from the nucleus (with energy \(E_B/c\), momentum \(\vec{p}_B\)) leaving an \(A - 1\) system (energy \(E_B/c\), momentum \(\vec{p}_B\)). The notation FSI denotes eventual final-state interactions between the emitted nucleon and the remaining \(A - 1\) nucleons).

Using the above formulation for the response of the nucleus to the electromagnetic field, cross-sections for \((e,e'p)\),\((e,e'n)\),\((\gamma,n)\), ... have been calculated. The large effects the RPA correlations cause in some situations are illustrated in figure 10.11 for the \(^{16}\text{O}(\gamma,p_0)\) and \(^{16}\text{O}(\gamma,n_1)\) reaction at \(E_\gamma = 60\) MeV. The dashed line corresponds to the HF-SkE2 calculation, the solid line takes into account RPA correlations, again using the SkE2 force.
In the above discussion, it has been shown that the Hartree–Fock approximation which includes RPA residual interactions are a good description of processes where a nucleon is ejected from the nucleus. The RPA correlations, in particular, point out that one has to go beyond a single-step knockout independent-particle model description of these processes. The large amount of existing data on (γ, p), (γ, n) and (e,e'p) reactions have led to a better understanding of how nucleons move in the nuclear medium.

10.3.3 Deep-lying single-hole states—fragmentation of single-hole strength

In the nuclear mean-field theory, one assumes that the description of a nucleus with closed proton and neutron shells can start with a single Slater determinant, built up by single-particle states, \( \phi_a(r_i) \), that are the eigenstates of some mean field.

For such a picture, as was shown in sections 10.3.1 and 10.3.2, the removal of a nucleon from an occupied state with spherical quantum numbers \( n_u, l_u, j_u \), can only happen with an energy transfer equal to the binding energy of that hole state. The spectral function thus reduces to a \( \delta \)-peak at an energy corresponding to the single-particle energy.

The single-particle strength is now spread out by configuration mixing caused by the residual interaction. The mixing occurs between the pure hole states (1h state) and more complicated configurations such as 2h–1p, 3h–2p, components. This process is pictorially described in figure 10.12(a) where the high density of close-lying complicated
Figure 10.11. Angular distributions for the $^{16}\text{O}(\gamma, \rho_0)$ and $(\gamma, n_1)$ reaction at $E_\gamma = 60$ MeV in a Hartree-Fock calculation using an effective Skyrme force as residual interaction (dashed line) and RPA with the same effective interaction (solid line). The figure is taken from Ryckebusch (1988) where the data points are also discussed.

configurations in the vicinity of a single-hole configuration is included within the dashed line region. The residual interaction will cause the single-hole strength to be fragmented in an important way. A simple and yet microscopic way to incorporate such coupling is by including effects of particle-vibration coupling. A diagrammatic representation of the Dyson equation solve the one-particle Green function, is given in figure 10.12(b). Here, both RPA polarization and correlation corrections are taken into account in a self-consistent way.

Figure 10.13 gives results for the strength distributions of deeply-bound $1d_{3/2}$ and $1d_{5/2}$ proton hole states. The theoretical results are presented using a continuous curve by folding the discrete distribution with a Lorentzian of width $2\Delta = 1$ MeV. The summed
strength distribution describes the data points rather well in view of the complicated processes that intervene in the calculation of these hole strength distributions.

An iterative process has been built in order to handle the coupling of deep-hole states in the complex background of 2h–1p configurations using Green function techniques. The convergence of such coupling processes is depicted in figure 10.14 (Van Neck 1991). These figures, after convergence, very much resemble the observed strength distributions obtained after analysing one-nucleon knockout reactions as described by the extensive (e,e'p) data taken by the Amsterdam group (see Box 10b).

10.4 Conclusion

In the present chapter, we have presented the Hartree–Fock approximation for an interacting, non-relativistic A-body system. Starting from a variational principle, an optimal basis and a mean-field are derived for an A-particle state’s determinant wavefunction and for the energy of this A-body system.

Various tests, relating to a description of nuclear, global properties (binding energy,
Figure 10.13. Separate strength distributions of the deeply-bound proton-hole states $1d_{3/2}$ and $1d_{5/2}$. The theoretical results are presented by a continuous curve by folding the discrete distribution with a Lorentzian of width $2\Delta = 1$ MeV (taken from Van Neck et al. 1990).

radii, mass- and charge-density distributions) are used to obtain effective nucleon–nucleon interactions that both saturate at the correct nuclear density and give the correct binding energy. The use of zero-range density-dependent forces (Skryme forces and extended Skyrme forces) leads to a class of interactions which reproduce a large amount of data. We, moreover, discuss the one-nucleon knockout processes that are initiated through electromagnetic interactions with nucleons in the nucleus. Using both the quasi-free one-step nucleon knockout and more detailed Hartree–Fock and RPA calculations, information on the way that nucleons move in the nuclear interior is extracted. The large number of data on $(\gamma,n),(\gamma,p)$ and $(ee'p)$ reactions all point towards a basic shell-model picture, at least for those orbitals that are situated rather close to the Fermi level. A very interesting article on the nuclear mean-field theory, covering a broad range of applications ranging from the calculation of ground-state properties to properties of nuclear matter in neutron stars and concerning the dynamics of heavy-ion collisions and spontaneous fission, has been written by Negele (1985) and serves as a good, general reference on the Hartree–Fock and mean-field description of nuclear dynamics.
Figure 10.14. Forward part of the self-energy strength distribution in a schematic model, described in Van Neck et al (1991). From top to bottom we show the first, second, third and final iteration. In the top part of the figure, the second iteration result (lowest curve) is also drawn, in order to illustrate the different scaling.
Box 10a. Extended Skyrme forces in Hartree–Fock theory

In the extended Skyrme forces used, the two-body part contains an extra zero-range density-dependent term. In the three-body part, velocity-dependent terms are added. This is presented in a schematic way

\[
\text{Two-body part: } V(\vec{r}_1, \vec{r}_2) = V^{(0)} + V^{(1)} + V^{(2)} + V^{(d)} + V_{\text{Coul}} + (1 - x_3)V_0
\]

\[
\text{SkE}
\]

\[
\text{Three-body part: } W(\vec{r}_1, \vec{r}_2, \vec{r}_3) = x_3W_0(\vec{r}_1, \vec{r}_2, \vec{r}_3) + W_1(\vec{r}_1, \vec{r}_2, \vec{r}_3, \vec{k}_1, \vec{k}_2, \vec{k}_3).
\]

Here, \( V^{(0)} \), \( V^{(1)} \), \( V^{(2)} \) and \( V^{(d)} \) have the same structure as in the original Skyrme force parametrization (Vautherin and Brink 1972) as

\[
\begin{align*}
V^{(0)} &= t_0(1 + x_0P_\sigma)\delta(\vec{r}_1 - \vec{r}_2) \\
V^{(1)} &= \frac{1}{2}t_1[\delta(\vec{r}_1 - \vec{r}_2)\vec{k}^2 + \vec{k}'^2\delta(\vec{r}_1 - \vec{r}_2)] \\
V^{(2)} &= t_2\vec{k}' \cdot \delta(\vec{r}_1 - \vec{r}_2)\vec{k}' \\
V^{(d)} &= iW_0(\vec{\sigma}_1 + \vec{\sigma}_2) \cdot (\vec{k}' \times \delta(\vec{r}_1 - \vec{r}_2)\vec{k}),
\end{align*}
\]

where \( \vec{k} \) denotes the momentum operator, acting to the right

\[
\vec{k} = \frac{1}{2i}(\vec{\nabla}_1 - \vec{\nabla}_2),
\]

and

\[
\vec{k}' = -\frac{1}{2i}(\vec{\nabla}_1 - \vec{\nabla}_2),
\]

acting to the left. The spin-exchange operator reads

\[
P_\sigma \equiv \frac{1}{2}(1 + \vec{\sigma}_1 \cdot \vec{\sigma}_2),
\]

and the Coulomb force has its standard form. The density-dependent zero-range force \( V_0 \) reads

\[
V_0 = \frac{1}{6}t_3(1 + P_\sigma)\rho((\vec{r}_1 + \vec{r}_2)/2)\delta(\vec{r}_1 - \vec{r}_2).
\]

In the three-body part, one has the general term \( W_0 \)

\[
W_0 = t_3\delta(\vec{r}_1 - \vec{r}_2)\delta(\vec{r}_1 - \vec{r}_3).
\]

to which a velocity-dependent zero-range term \( W_1 \) is added.

\[
W_1 = \frac{1}{6}t_4[(\vec{k}^2_{12} + \vec{k}^2_{23} + \vec{k}^2_{31})\delta(\vec{r}_1 - \vec{r}_2)\delta(\vec{r}_1 - \vec{r}_3)
+ \delta(\vec{r}_1 - \vec{r}_2)\delta(\vec{r}_1 - \vec{r}_3)(\vec{k}^2_{12} + \vec{k}^2_{23} + \vec{k}^2_{31})].
\]

It can be shown (Waroquier 1983) that both interactions \( V_0 \) and \( W_0 \) contribute in the same way to the binding energy in even–even nuclei. The parameter \( x_3 \) has been retained so as to determine the pairing properties and thus, the properties of excited states near closed shells.
Using electron scattering off atomic nuclei (see also Chapter 15), it is possible to eject certain particles (proton, neutron) or clusters of particles (pp, pn, nn, d, α, . . . ) at the same time as the electron is being scattered. Magnetic spectrometers accurately measure the momentum of the scattered electron and of the nuclear fragments. From such measurements, the microscopic structure of nucleon single-particle motion can be reconstructed.

The cross-section for (e,e′p) reactions factorizes into an elementary electron–proton cross-section $\sigma_{ep}$ and the spectral function $S(E_m, \tilde{p}_m)$, which contains the nuclear structure information and can be written as

$$\frac{d^6 \sigma}{dE_e d\Omega_e d\tilde{p}_e d\tilde{p}_p} = K \sigma_{ep} S(E_m, \tilde{p}_m).$$

with $K$ a kinematic factor. The spectral function represents the combined probability of finding a nucleon with momentum $\tilde{p}_m$ and separation energy $E_m$ in the nucleus. For the independent-particle model with $a \equiv \{n_a, \epsilon_a, j_a\}$, one can show that

$$S(E_m, \tilde{p}_m) = \sum_{a \text{occ}} |\varphi_a(\tilde{p}_m)|^2 n_a \delta(E_m - \epsilon_a).$$

where $n_a$ is the number of protons in the occupied (occ) orbit $a$ and $\varphi_a(\tilde{p}_m)$ the single-particle wavefunction in momentum space.

**Figure 10b.1.** Three-dimensional representation of the spectrum for the reaction $^{208}\text{Pb}(e,e'p)^{207}\text{Ti}$ (taken from Quint 1988).
In figure 10b.1 results from the $^{208}\text{Pb}(e,e'p)^{207}\text{Tl}$ reaction are presented as obtained by Quint in 1988 at the 600 MeV Medium Energy Accelerator (MEA) at NIKHEF-K, Amsterdam.

More recently, the Mainz Microtron (MAMI), a continuous wave (cw) 100%-duty-cycle electron accelerator delivering an electron beam of 855 MeV in energy with a current of 100 μA, has produced high-resolution data in a previously inaccessible momentum range for reactions where a proton is knocked out of the nucleus. This electron accelerator as well as the various experimental set-ups, including a three-spectrometer facility, are described in detail by Walcher (1994).
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**Figure 10b.2.** The momentum distributions for the $(e,e'p)$ reaction leading to the ground state of $^{15}\text{N}$ (scaled by 0.001) and to the first excited state at 6.3 MeV. The different data sets (filled and open circles) correspond to two different kinematical settings. The curves are mean-field predictions adjusted to the low-momentum data (reprinted from Leuschner et al © (1994) with permission from Elsevier Science).

In figure 10b.2, we illustrate the results that have been obtained probing the very high-momentum components of the nucleon single-particle wavefunctions as the nucleon moves inside the nucleus $^{16}\text{O}$ (Blomqvist et al 1995). High-momentum components mean, through the Fourier–Bessel transform, knowledge of the extreme short-range
characteristics of the nuclear wavefunctions and thus tests with mean-field calculations could be extended into a region that was not accessible before. As one can observe in the figure, the cross-sections determined in this reaction $^{16}$O(e,e'p)$^{15}$N, both leading to the $\frac{1}{2}^-$ ground state at the $\frac{3}{2}^-$ excited state, cover about seven orders of magnitude. These results clearly express the high quality of the data obtained at present at electron accelerator facilities as well as the unique possibilities to probe nucleon motion inside the atomic nucleus for situations in which the nucleon is moving with a very high momentum. This allows us to compare in retrospect experimental results and theoretical concepts for the short-range nuclear wavefunction properties.
THE NUCLEAR SHELL MODEL: INCLUDING THE RESIDUAL INTERACTIONS

11.1 Introduction

Besides the correct reproduction of global properties of the nucleus, a microscopic self-consistent calculation should also aim at a correct description of finer details, i.e. local excitations in the nucleus. This is a highly ambitious task since the typical energy scales (binding energy $E_0 \approx 10^3$ MeV; excitation energies $E_x \approx 1$–2 MeV) differ by three orders of magnitude (see figure 11.1). The calculated binding energy throughout the whole nuclear mass range can be well described by comparison with various mass table as may be seen. Now, we concentrate on whether one is also able to describe global and local properties using the same original nucleon–nucleon interaction $V(i, j)$. This is depicted in figure 11.2 which interconnects the different aspects of the problem.

One of the problems related to the study of nuclear structure at low excitation energy is the choice of the model space to be used. The starting point should be a realistic interaction, i.e. a potential which reproduces the nucleon–nucleon scattering properties in the energy region 0–500 MeV. We discuss, in section 11.2, a perturbation expansion that defines an 'effective' interaction starting from a more realistic nucleon–nucleon force.

11.2 Effective interaction and operators

It is clear, from the very beginning, that whenever a restricted space of configurations is chosen to describe the nuclear structure at low excitation energy, one will have to introduce the concepts of 'model interaction', 'model space' and 'model operators' which should account for the configuration space left out of the model space.

There are two different approaches to accomplish this goal. In a first approach, one assumes the existence of an effective interaction and determines this with relatively few parameters: one can either fit the specific two-body matrix elements or a simple form containing a few parameters (strength, range, etc). For a second approach one starts from a realistic force and tries to construct an effective force. This latter method requires many-body perturbation theory of which we shall give a general outline.

Before describing the more formal aspects of this method, we illustrate it with an example for $^{16}$O. Having determined the average field in $^{16}$O i.e. the single-particle orbitals $\varphi_\alpha(\vec{r})$ and energies $\varepsilon_\alpha$, the ground-state and excited-state wavefunctions will, in general, be obtained via an expansion in a linear combination of a number of simple configurations. So, one obtains the expansion

$$\Psi = \sum_i a_i \Psi_i \{16 - \text{nucleon coordinates}\}. \quad (11.1)$$
Also, all one-body operators that describe measurable observables (gamma intensities, beta-decay rates, etc) will be written as a sum over the operators related to the 16 individual nucleons, or

$$\hat{O} = \sum_{i=1}^{16} \hat{O}(\vec{r}_i, \vec{\sigma}_i, \vec{\tau}_i). \quad (11.2)$$

This means that even though we have solved for the best independent-particle orbits, according to the HF theory the residual interactions amongst the nucleons imply interactions amongst all nucleons in the $^{16}$O nucleus, or, more generally, in the A-body system. The only way to obtain a tractable problem is to define a new reference state instead of the real vacuum state for the nucleon excitations. So, the A-body
Figure 11.2. Flow diagram expressing the possibilities of carrying out, in a self-consistent way, the calculations of the average one-body field and its properties. At the same time, it allows setting up the basis to be used in more standard shell-model calculations (taken from Heyde, 1989).

The problem simplifies into a very restricted number of 'quasi-particle' (particle–hole or more complex combinations) excitations around the Fermi level (figures 11.3(a) and (b)). At the same time, the concepts of 'model wavefunctions, effective or model interaction, effective charges, ...' are introduced to describe nuclear excitations and the related (electromagnetic) transition properties. This is illustrated, for the particular case of $^{17}\text{O}$ where the neutron single-particle picture with one neutron moving outside an inert $^{16}\text{O}$ core is compared to the full 8 proton–9 neutron $A$ particle problem of $^{17}\text{O}$ (figure 11.4). In the remaining part of this section we develop the above discussion in more detail.

In order to obtain the difference between the free $n$–$n$ interaction $V$ and the effective, model interaction $V^{eff}$, we consider a system described by the Hamiltonian

$$H = H_0 + V.$$  \hfill (11.3)

Here, $H_0$ denotes the unperturbed Hamiltonian with a set of unperturbed wavefunctions $\Psi_i^{(0)}$, such that

$$H_0 \Psi_i^{(0)} = E_i^{(0)} \Psi_i^{(0)} \quad (i = 1, 2, \ldots).$$  \hfill (11.4)

For a particular state, the true wavefunction $\Psi$ obeys the full Schrödinger equation;

$$(H_0 + V)\Psi = E\Psi.$$  \hfill (11.5)

where $E$ represents the full energy of the many-body system.

The standard perturbation expansion then expresses the true wavefunction $\Psi$ in the basis $\Psi_i^{(0)}$ as

$$\Psi = \sum_{i \geq 1} a_i \Psi_i^{(0)}.$$  \hfill (11.6)
For a limited, small model space, only a small number of basis states $\Psi_{i}^{(0)}$ are used and one obtains a model wavefunction

$$\Psi' = \sum_{i \in M} a_{i} \Psi_{i}^{(0)}. \quad (11.7)$$

We now impose the condition that the effective Hamiltonian reproduces the true energy $E$ for the corresponding model wavefunction $\Psi'$ i.e.

$$\langle \Psi' | H_{\text{eff}} | \Psi' \rangle = E. \quad (11.8)$$

We consider, furthermore, the model wavefunction $\Psi'$ to be normalized.

We divide the full Hilbert space into the model space $M$ and the remaining part is given by the projection operator such that

$$\hat{P} = \sum_{i \in M} | \Psi_{i}^{(0)} \rangle \langle \Psi_{i}^{(0)} |. \quad (11.9)$$
and
\[ \hat{Q} = \sum_{i \in M} |\Psi_i^{(0)} \rangle \langle \Psi_i^{(0)}|, \]
with the properties
\[ \hat{P} + \hat{Q} = \mathbb{1}, \quad \hat{P}^2 = \hat{P}, \quad \hat{Q}^2 = \hat{Q}, \quad \hat{P} \hat{Q} = \hat{Q} \hat{P} = 0. \]

We now write the true wavefunction as follows
\[ \psi = (\hat{P} + \hat{Q}) \psi = \psi' + \hat{Q} \psi, \]
where we have used the result
\[ \psi' = \hat{P} \psi, \]
and where \( \psi' \) is the model wavefunction. We can now rewrite the Schrödinger equation (11.5), by acting on it with the \( \hat{Q} \) and \( \hat{P} \) operators, such that
\[ (H_0 - E + \hat{Q} V \hat{Q}) \hat{Q} \psi = -\hat{Q} V (\hat{P} \psi), \]
and
\[ (H_0 - E + \hat{P} V \hat{P}) \hat{P} \psi = -\hat{P} V (\hat{Q} \psi). \]

Equation (11.13a) can be solved for \( \hat{Q} \psi \) with a result
\[ \hat{Q} \psi = -\hat{Q} (H_0 - E + \hat{Q} V \hat{Q})^{-1} \hat{Q} V \hat{P} (\hat{P} \psi). \]
which, after substitution in equation (11.13b), gives
\[ (H_0 - E + \hat{P} V \hat{P} - \hat{P} V \hat{Q} (H_0 - E + \hat{Q} V \hat{Q})^{-1} \hat{Q} V \hat{P}) \hat{P} \psi = 0, \]
or
\[ \hat{P} (H_0 - E + V - V \hat{Q} (H_0 - E + \hat{Q} V \hat{Q})^{-1} \hat{Q} V) \hat{P} \psi = 0. \]

Introducing the model wavefunction \( \psi' \), (11.16) can be rewritten as
\[ \hat{P} (H_0 - E + V^{\text{eff}}) \psi' = 0, \]
where the effective interaction is defined as
\[ V^{\text{eff}} = V + V \hat{Q} (E - H_0 - \hat{Q} V \hat{Q})^{-1} \hat{Q} V. \]

Equation (11.17) represents an eigenvalue problem in the model space for the true eigenvalue \( E \) at the expense of using an effective model interaction \( V^{\text{eff}}(E) \). The effective interaction can be reshaped in the following way. Using the identity (operator)
\[ \mathbb{1} \equiv \frac{1}{A} (\hat{A} - \hat{B}) + \frac{1}{A} \hat{A} \cdot \hat{B} \quad \text{or} \quad \frac{1}{A - \hat{B}} \equiv \frac{1}{A} + \frac{1}{A \hat{A} - \hat{B}}, \]
we obtain for \( V^{\text{eff}} \), the resulting expression
\[ V^{\text{eff}} = V + V \frac{\hat{Q}}{E - H_0} V^{\text{eff}}. \]
The evaluation of the inverse operators in these expressions should be clear when they act on eigenstates. For an arbitrary function, the latter should be expanded in the eigenstates before evaluating the expressions. We can now iterate the effective interaction into a series

\[ V_{\text{eff}} = V + V \frac{\hat{Q}}{E - H_0} V + V \frac{\hat{Q}}{E - H_0} V \frac{\hat{Q}}{E - H_0} V + \ldots. \]  

(11.21)

Similarly, we obtain an expression of the true wavefunction \( \psi \) in terms of the model wavefunction \( \psi' \) as

\[ \psi = \psi' + \frac{\hat{Q}}{E - H_0} V \psi. \]  

(11.22)

This equation can also be iterated with the result

\[ \psi = \psi' + \frac{\hat{Q}}{E - H_0} V \psi' + \frac{\hat{Q}}{E - H_0} V \frac{\hat{Q}}{E - H_0} V \psi' + \ldots. \]  

(11.23)

Since one has \( \hat{Q} | \psi' \rangle = 0 \), the true wavefunctions are normalized according to the relations

\[ \langle \psi' | \psi \rangle = \langle \psi' | \psi' \rangle = 1. \]  

(11.24)

Starting from the results for \( V_{\text{eff}} \) (11.21) and \( \psi \) (11.23), we can verify the relation

\[ V_{\text{eff}} \psi' = V \psi, \]  

(11.25)

showing that the action of the effective interaction on the model wavefunction gives the same result as the action of the realistic interaction on the true wavefunction.

The perturbation series for \( V_{\text{eff}} \) is of the Brillouin–Wigner type with the unknown energy \( E \) appearing in the energy denominators. It is now possible to rearrange the results such that: (i) the part of the valence nucleons and the core become separated and, (ii) the unperturbed energies \( E_0 \) come in the denominators.

Calling

\[ E = E_{\text{core}} + \Delta E_{\text{core}} + E_{\text{val}} + \Delta E_{\text{c.v.}}, \]  

(11.26)

with \( E_{\text{core}} + \Delta E_{\text{core}} \) is the true core energy, \( E_{\text{core}} \), the unperturbed core energy, \( E_{\text{val}} \) the unperturbed energy of the valence nucleons and \( \Delta E_{\text{c.v.}} \) the remaining energy part. It has been shown (Brandow 1967) that equation (11.17) can be rephrased in the model space as

\[ P (H_{0,\text{val}} + V_{\text{eff}}) \psi' = (E_{\text{val}} + \Delta E_{\text{c.v.}}) \psi' \]  

(11.27)

with

\[ H_{0,\text{val}} \equiv H_0 - E_{\text{c}}. \]  

(11.28)

Now, equation (11.27) indeed has the form of a Schrödinger equation within the model space only, with eigenvalue \( E_{\text{val}} + \Delta E_{\text{c.v.}} \). Similarly, for the \( V_{\text{eff}} \) expression, one obtains

\[ V_{\text{eff}} = V + V \frac{\hat{Q}}{E_{\text{val}} - H_{0,\text{val}}} V + V \frac{\hat{Q}}{E_{\text{val}} - H_{0,\text{val}}} V \frac{\hat{Q}}{E_{\text{val}} - H_{0,\text{val}}} V + \ldots. \]  

(11.29)

So, the Brillouin–Wigner series has been transformed into a Rayleigh–Schrödinger series where only the unperturbed energies \( E_{\text{val}} \) show up. Diagrammatic expansions can be
used to express both $V^{\text{eff}}$ and the wavefunction $\Psi'$ (see Barrett and Kirson 1973, Kuo 1974, Kuo and Brown 1966).

The above methods basically link the full Hilbert space and the subsequent realistic force $V$ and true wavefunction $\Psi$ to a 'feasible' shell-model problem and act in a restricted model space, leading to an effective interaction $V^{\text{eff}}$ and model wavefunction $\Psi'$, so that the lowest energy eigenvalues correspond to each other and that the model wavefunction $\Psi'$ is just the projection of the true wavefunction $\Psi$ onto the model space, spanned by the basis $\{\Psi_i^{(0)}; i = 1, 2, \ldots, M\}$.

As an example, we illustrate the low-lying two-particle spectrum in $^{18}\text{O}$ where the model space is the $2s_{1/2}, 1d_{3/2}, 1d_{5/2}$ shell-model space. The 'bare' interaction $V$, treated in the model space (figure 11.5), results in a spectrum that deviates strongly from the experimental spectrum. Taking into account the lowest-order corrections, due to the term

$$\frac{\hat{Q}}{E_{\text{val.}} - H_{0, \text{val.}}} V,$$

(11.30)

(the 'bubble' particle–hole corrections), a much improved result occurs in the case of $^{18}\text{O}$. The problem of convergence of this series for $V^{\text{eff}}$, however, is a serious problem that has remained in a somewhat unsettled state. (Schucan 1973).

Figure 11.5. The energy spectra of $^{18}\text{O}$: experimental spectrum, spectrum using the bare two-particle matrix elements of Brown and Kuo (1967) and that obtained by including the lowest-order 3p–1h intermediate states in constructing the effective interaction.

The method used to determine the effective 'charges' ($e_{\gamma}, e_{\pi}, g$-factors, ...) goes along the same line, i.e. one asks that the true wavefunction $\Psi$, using the free charges in the electromagnetic operators, leads to identical matrix elements when using model wavefunctions $\Psi'$ and effective charges, or

$$\langle \Psi' | \hat{O}^{\text{eff}} | \Psi' \rangle = \langle \Psi | \hat{O} | \Psi \rangle.$$

(11.31)

We again obtain an implicit equation for $\hat{O}^{\text{eff}}$ as a perturbation series after separating off
the core and going to unperturbed valence energies

$$\hat{\mathcal{Q}}^{\text{eff}} = \hat{O} + \hat{O} \frac{\hat{Q}}{E_{\text{val}} - H_{0, \text{val}}} V + \ldots$$

(11.32)

Thereby $e^{\text{eff}}_\pi \neq e$, $e^{\text{eff}}_\nu \neq 0$, $g^{\text{eff}}_{s,1}(\pi, \nu) \neq g_{s,1}(\pi, \nu)$, and, moreover, the effective charges become mass dependent and dependent on the dimension of the model space. This process of effective or model charge construction is illustrated, for magnetic dipole $g$-factors, in figure 11.6. In a first step, quark degrees of freedom are included in the (renormalized) free nucleon $g$-factors. Subsequently, on studying moments and magnetic properties, the specific model space will again imply modifications of the earlier free $g$-factors into model space $g$-factors. In a large range of medium-heavy and heavy nuclei, one has observed a rule of thumb giving

$$g^{\text{eff}}_s \simeq 0.7 g^{\text{free}}_s.$$  

(11.33)

**Figure 11.6.** Schematic illustration of the mapping procedure as explained in the text. (i) Mapping quark magnetic properties into the one-nucleon proton and neutron gyromagnetic free values. (ii) Mapping the proton and neutron free $g$-factors for a given nucleus into the model (or effective) gyromagnetic factors for the chosen model space (taken from Heyde 1989).

### 11.3 Two particle systems: wavefunctions and interactions

In the present section we first discuss how to construct correct two-particle wavefunctions and also give the major effects of two-nucleon interactions.

#### 11.3.1 Two-particle wavefunctions

The two-particle angular momentum coupled wavefunctions can be constructed as

$$\Psi(j_1(1)j_2(2):JM).$$

(11.34)

with $j_1 = \{n_1, l_1, j_1\}$ and $1, 2, \ldots$ a notation for all coordinates $\vec{r}_1, \vec{\sigma}_1, \ldots; \vec{r}_2, \vec{\sigma}_2, \ldots$

The above wavefunction is constructed via angular momentum coupling

$$\Psi(j_1(1)j_2(2):JM) = \sum_{m_1, m_2} \langle j_1 m_1, j_2 m_2 | JM \rangle \phi_{j_1 m_1}(1) \phi_{j_2 m_2}(2).$$

(11.35)
In the case of identical particles (p–p; n–n) the wavefunction should be antisymmetrized under the interchange of all coordinates. We explicitly construct then

\[ \Psi_{as}(j_1 j_2; JM) = N \sum_{m_1, m_2} \langle j_1 m_1, j_2 m_2 | JM \rangle \]  
\[ [\varphi_{j_1 m_1}(1) \varphi_{j_2 m_2}(2) - \varphi_{j_1 m_1}(2) \varphi_{j_2 m_2}(1)]. \]  
(11.36)

Rewriting in the convention of angular momentum coupling particle 1 and 2, in that order, and using the symmetry properties of Clebsch–Gordan coefficients, we obtain

\[ \Psi_{\text{nas}}(j_1 j_2, JM) = \frac{1}{\sqrt{2}} [\Psi(j_1 j_2; JM) - (-1)^{j_1 + j_2 - J} \Psi(j_2 j_1; JM)]. \]  
(11.37)

Here \( \text{nas} \) means: normalized and antisymmetrized. The nucleon coordinates need not be written any more since we use the convention of always coupling in the order (1,2).

(ii) \( j_1 = j_2 \)

From equation (11.37) in which we placed the restriction \( j_1 = j_2 = j \), we obtain (with a different normalization though) the wavefunction

\[ \Psi_{\text{nas}}(j^2; JM) = N'(1 + (-1)^J) \sum_{m_1, m_2} \langle jm_1 jm_2 | JM \rangle \varphi_{j m_1}(1) \varphi_{j m_2}(2). \]  
(11.38)

So, one gets \( N' = \frac{1}{3} \) and the restriction \( J = \text{even} \). This leads to two-particle nucleon systems with spin \( J = 0, 2, 4, \ldots, 2j - 1 \), in general.

So, as an example, we can construct the two-particle configurations \((1d_{5/2} 1d_{3/2}) J = 1, 2, 3, 4; (1d_{5/2})^2 J = 0, 2, 4 \). In evaluating the interaction energy, starting from the Hamiltonian, that describes two particles outside an inert core (which we leave out) and interacting with it by an effective interaction \( V_{\text{eff}}(1, 2) \) as

\[ H = H_{0, \text{val}} + V_{\text{eff}}(1, 2), \]  
(11.39)

with

\[ H_{0, \text{val}} = \sum_{i=1}^{2} h_{0}(i). \]  
(11.40)

and

\[ h_{0} \varphi_{j, m}(\vec{r}) = \varepsilon_{j} \varphi_{j, m}(\vec{r}). \]  
(11.41)

we need the calculation of the two-body matrix

\[ \langle j_1 j_2; JM | V_{\text{eff}}(1, 2) | j_1 j_2; JM \rangle_{\text{nas}}. \]  
(11.42)

We so obtain the total energy of a given two-particle state (thereby lifting the degeneracy on \( J \) through the presence of \( V_{\text{eff}}(1, 2) \))

\[ H|j_1 j_2; JM\rangle = (E_0(j_1 j_2) + \Delta E(j_1 j_2; J))|j_1 j_2; JM\rangle. \]  
(11.43)

with

\[ E_0(j_1 j_2) = \varepsilon_{j_1} + \varepsilon_{j_2}. \]  
(11.44)
Figure 11.7. Splitting of a typical two-particle configuration \((j_1j_2)JM\) due to the residual two-body interaction. The various states \(J_1, J_2, \ldots\) are given and the energy splitting is \(\Delta E(j_1j_2; J)\).

\[
\begin{align*}
\varepsilon_{j_1} - \varepsilon_{j_2} - \Delta E(j_1j_2; J)
\end{align*}
\]

Figure 11.8. Antisymmetric and normalized effective neutron two-body matrix elements \(\langle (1d_{5/2})^2 J | V | (1d_{5/2})^2 J \rangle\) in \(^{18}\text{O}\), evaluated with a Skyrme effective force (taken from Waroquier et al 1983).

This process is given schematically in figure 11.7; and, for a more realistic situation, i.e. the \(\langle (1d_{5/2})^2 J | V^{\text{eff}}(1,2) | (1d_{5/2})^2 J \rangle\) matrix elements using various interactions in \(^{18}\text{O}\), in figure 11.8. The extended Skyrme force used, SKE4, is discussed in more detail in Chapter 10 where also the more precise effect of the parameter \(x_3\) is discussed.

Here we shall not elaborate extensively on the precise methods in order to determine the two-body matrix elements (Heyde 1991). In section 11.2, the use of realistic forces \(V(1,2)\) and the way they give rise to an effective model interaction \(V^{\text{eff}}(1,2)\) was presented. In a number of cases, the interaction itself is not needed: one determines the two-body matrix elements themselves in fitting the theoretical energy eigenvalues to the experimental data. This method of determining 'effective' two-body matrix elements has been used extensively. One of the best examples is the study of the sd-shell which
includes nuclei between \(^{16}\text{O}\) and \(^{40}\text{Ca}\) and which will be discussed in section 11.5. In still another application, a general two-body form is used and a small number of parameters are fitted so as to obtain, again, good agreement between the calculated energy eigenvalues and the data. This general form is dictated by general invariance properties (invariance under exchange of nucleon coordinates, translational invariance, Galilean invariance, space reflection invariance, time reversal invariance, rotational invariance in coordinate space and in charge space, etc). A general form could be

\[
V_{\text{eff}}^{(1,2)} = V_0(r) + V_n(r)\tilde{s}_1 \cdot \tilde{s}_2 + V_t(r)\tilde{r}_1 \cdot \tilde{r}_2 + V_{nt}(r)\tilde{s}_1 \cdot \tilde{s}_2 \tilde{r}_1 \cdot \tilde{r}_2.
\]  
(11.45)

and, even more extensive expressions containing tensor and spin-orbit components can be constructed. Typical radial shapes for \(V_0(r), V_n(r), \ldots\) are Yukawa shapes, \(e^{-i\eta r}/4\pi\) with \(r \equiv |\tilde{r}_1 - \tilde{r}_2|\). As an example, we illustrate in figure 11.9 the Hamada–Johnston potential (Hamada and Johnston, 1962). In some cases quite simple, schematic forces can be used mimicking the short-range properties of the force such as a \(\delta(\tilde{r}_1 - \tilde{r}_2)\) or surface delta-interaction where nucleons interact only at the same place on the nuclear surface \(\delta(\tilde{r}_1 - \tilde{r}_2)\delta(r_1-R_0)\).

In many cases, the use of central radial interactions \(V(|\tilde{r}_1 - \tilde{r}_2|)\) leads to interesting methods to evaluate the two-body matrix elements. Expanding the central interaction in the orthonormal set of Legendre polynomials, we can obtain the result

\[
V(|\tilde{r}_1 - \tilde{r}_2|) = \sum_{k=0}^{\infty} v_k(r_1, r_2)P_k(\cos \theta_{12}).
\]  
(11.46)

where the index \(k\) counts the various multipole components present in the expansion. For a \(\delta(\tilde{r}_1 - \tilde{r}_2)\) interaction, the expansion coefficients \(v_k(r_1, r_2)\) become (Heyde 1991)

\[
v_k(r_1, r_2) = \frac{\delta(r_1 - r_2)(2k + 1)}{r_1r_2} \frac{1}{4\pi}.
\]  
(11.47)

The final result concerning the two-body matrix elements results in the expression

\[
\langle j_1j_2; JM | \delta(\tilde{r}_1 - \tilde{r}_2) | j_1j_2; JM \rangle_{\text{nas}} = F^0(2j_1 + 1)(2j_2 + 1) \left( \begin{array}{ccc} j_1 & j_2 & J \\ \frac{1}{2} & -\frac{1}{2} & 0 \end{array} \right)^2 (1 + (-1)^{J_1+J_2})/2.
\]  
(11.48)

where \(F^0\) is a Slater integral, expressing the strength of the interaction. The \(J\)-dependence, however, only rests in the Wigner 3\(j\)-symbol and the phase factor. For the \((1f_{7/2})^2J = 0, \ldots, 6\) configurations, the relative energy shifts become (in units \(4F^0\))

\[
\Delta E(1f_{7/2})^2 \quad J = 0 : 1
\]
\[
J = 2 : 5/21 = 0.238
\]
\[
J = 4 : 9/77 = 0.117
\]
\[
J = 6 : 25/429 = 0.058.
\]

In figure 11.10, we present the case of the \((1h_{11/2})^2J = 0, 2, \ldots, 10\) two-body matrix elements. It is clear that it is mainly the 0 spin coupling that gives rise to a large binding energy. This expresses the strong pairing correlation energy between identical nucleons.
Figure 11.9. The 'realistic' nucleon-nucleon interaction potentials as obtained from the analysis of Hamada and Johnston (1962) for the central, spin-orbit, tensor and quadratic spin-orbit parts. The dotted potentials correspond to a one-pion exchange potential (OPEP) (after Bohr and Mottelson 1969).

in the nucleus. All other $J = 2, 4, \ldots, 10$ states remain close to the unperturbed energy of $2\varepsilon(1h_{11/2})$ (the dashed line). We also give the contributions of the various multipole $k$ components, where $k = 0, 1, 2, \ldots, 11$. Only the even $k$ values bring in extra binding energy. A striking result is the steady increase in binding energy for the $0$ spin state, with increasing multipole order and thus, it is the high multipoles that are responsible for the attractive pairing part. The low multipoles give a totally different spectrum. A number of examples will be discussed in more detail in section 11.3.
Figure 11.10. Various multipole \((k = 0, \ldots, 11)\) contributions to the \((|1h_{11/2}\rangle^2 J|V|1h_{11/2}\rangle^2 J\rangle\) two-body matrix elements using a pure \(\delta\)-force interaction. Only even multipoles \((k = 0, 2, \ldots)\) give an attractive contribution.

11.3.2 Configuration mixing: model space and model interaction

In many cases when we consider nuclei with just two valence nucleons outside closed shells, it is not possible to single out one orbit \(j\). Usually a number of valence shells are present in which the two nucleons can, in principle, move.

Let us consider the case of \(^{18}\text{O}\) with two neutrons outside the \(^{16}\text{O}\) core. In the simplest approach the two neutrons move in the energetically most favoured orbit, i.e. in the \(1d_{5/2}\) orbit (figure 11.11). Thus we can only form the \((1d_{5/2})^2 0^+, 2^+, 4^+\) configurations and then determine the strength of the residual interaction \(V_{12}\) so that the theoretical \(0^+ - 2^+ - 4^+\) spacing reproduces the experimental spacing as well as possible. The next step is to consider the full sd model space with many more configurations for each \(J^\pi\) value. For the \(J^\pi = 0^+\) state, we have three configurations, i.e. the \((1d_{5/2})^2 0^+, (2s_{1/2})^2 0^+\) and the \((1d_{3/2})^2 0^+\) configurations. In the latter situation, the strength of the residual interaction \(V_{12}\) will be different from the model space where only the \((1d_{5/2})^2 0^+\) state is considered. Thus one generally concludes that the strength of the residual interaction depends on the model space chosen or \(V_{12} = V_{12}\) (model space) such that, the larger model space is, the smaller \(V_{12}\) will become in order to get a similar overall agreement. In the larger model spaces, one will, in general, be able to describe the observed properties the nucleus better than with the smaller model spaces. This argument only relates to effective forces using a given form, i.e. a Gaussian interaction, an \((M)SD\) interaction, etc for which only the strength parameter determines the overall magnitude of the two-body matrix elements in a given finite dimensional model space. Thus one should not extrapolate to the full (infinite dimensional) configuration space in which the bare nucleon–nucleon force would be acting.

Thus, in the case of \(^{18}\text{O}\) where the \(2s_{1/2}\) and \(1d_{5/2}\) orbits separate from the higher-lying \(1d_{3/2}\) orbit, for the model spaces one has

\[
\begin{align*}
J^\pi = 0^+ & \to (1d_{5/2})^2 0^+, (2s_{1/2})^2 0^-, \\
J^\pi = 2^+ & \to (1d_{5/2})^2 2^+, (1d_{5/2} 2s_{1/2}) 2^-.
\end{align*}
\]
Figure 11.11. The neutron single-particle energies in $^{17}_8\text{O}$ (relative to the $1d_{5/2}$ orbit) for the $2s_{1/2}$ and $1d_{3/2}$ orbits. Energies are taken from the experimental spectrum in $^{17}_8\text{O}$ (taken from Heyde 1991).

$J^\pi = 3^+ \rightarrow (1d_{5/2} 2s_{1/2})_1^3$.

$J^\pi = 4^+ \rightarrow (1d_{5/2})_2^4$.

The energy eigenvalues for the $J^\pi = 0^+$ states, for example, will be the corresponding eigenvalues for the eigenstates of the Hamiltonian

$$H = H_0 + H_{\text{res.}} = \sum_{i=1}^2 h_0(i) + V_{12},$$

(11.49)

where the core energy corresponding to the closed shell system $E_0$ is taken as the reference value.

The wavefunctions will, in general, be linear combinations of the possible basis functions. This means that for $J^\pi = 0^+$ we will get two eigenfunctions

$$|\Psi_{0^+,1} \rangle = \sum_{k=1}^n a_{k,1} |\psi_k^{(0)}; 0^+ \rangle,$$

$$|\Psi_{0^+,2} \rangle = \sum_{k=1}^n a_{k,2} |\psi_k^{(0)}; 0^+ \rangle.$$  

(11.50)
where for the particular case of $^{18}\text{O}$ we define

$$|\psi_{1}^{(0)}; 0^+\rangle = |(1d_{5/2})^2; 0^+\rangle$$
$$|\psi_{2}^{(0)}; 0^+\rangle = |(2s_{1/2})^2; 0^+\rangle.$$

Before turning back to the particular case of $^{18}\text{O}$, we make the method more general. If the basis set is denoted by $|\psi_{k}^{(0)}\rangle$ ($k = 1, 2, \ldots, n$), the total wavefunction can be expanded as

$$|\Psi_p\rangle = \sum_{k=1}^{n} a_{kp} |\psi_{k}^{(0)}\rangle. \quad (11.51)$$

The coefficients $a_{kp}$ have to be determined by solving the Schrödinger equation for $|\Psi_p\rangle$, or

$$H|\Psi_p\rangle = E_p|\Psi_p\rangle. \quad (11.52)$$

In explicit form this becomes (using the Hamiltonian of (11.49))

$$(H_0 + H_{\text{res}}) \sum_{k=1}^{n} a_{kp} |\psi_{k}^{(0)}\rangle = E_p \sum_{k=1}^{n} a_{kp} |\psi_{k}^{(0)}\rangle. \quad (11.53)$$

or

$$\sum_{k=1}^{n} \langle \psi_{l}^{(0)} | H_0 + H_{\text{res}} | \psi_{k}^{(0)} \rangle a_{kp} = E_p a_{lp}. \quad (11.54)$$

Since the basis function $|\psi_{k}^{(0)}\rangle$ corresponds to eigenfunctions of $H_0$ with eigenvalues (unperturbed energies) $E_k^{(0)}$, we can rewrite (11.54) in shorthand form as

$$\sum_{k=1}^{n} \langle \psi_{l}^{(0)} | H_{Ik} | \psi_{k}^{(0)} \rangle a_{kp} = E_p a_{lp}. \quad (11.55)$$

with

$$H_{Ik} \equiv E_k^{(0)} \delta_{lk} + \langle \psi_{l}^{(0)} | H_{\text{res}} | \psi_{k}^{(0)} \rangle. \quad (11.56)$$

The eigenvalue equation becomes a matrix equation

$$[H][A] = [E][A]. \quad (11.57)$$

This forms a secular equation for the eigenvalues $E_p$ which are determined from

$$\begin{vmatrix}
H_{11} - E_p & H_{12} & \cdots & H_{1n} \\
H_{21} & H_{22} - E_p & \cdots & H_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
H_{n1} & \cdots & H_{nn} - E_p \\
\end{vmatrix} = 0. \quad (11.58)$$

This is a $n$th degree equation for the $n$-roots $E_p$ ($p = 1, 2, \ldots, n$). Substitution of each value of $E_p$ separately in (11.55) gives a set of linear equations that can be solved for the coefficients $a_{kp}$. The wavefunctions $|\Psi_p\rangle$ can be orthonormalized since

$$\sum_{k=1}^{n} a_{kp} a_{kp'} = \delta_{pp'}. \quad (11.59)$$
From (11.59) it now follows that
\[ \sum_{l,k=1}^{n} a_{lp} a_{kp} = E_p \delta_{pp}. \]  
(11.60)

or, in matrix form
\[ [\tilde{A}] [H] [A] = [E]. \]  
(11.61)

with \([\tilde{A}] = [A]^{-1}\). Equation (11.61) indicates a similarity transformation to a new basis that makes \([H]\) diagonal and thus produces the \(n\) energy eigenvalues. In practical situations, with \(n\) large, this process needs high-speed computers. A number of algorithms exist for \([H]\) (Hermitian, real in most cases) matrix diagonalization which we do not discuss here (Wilkinson 1965): the Jacobi method (small \(n\) or \(n \lesssim 50\)), the Householder method (50 \(\lesssim n \leq 200\)), the Lanczos algorithm (\(n \gtrsim 1000\), requiring the calculation of only a small number of eigenvalues, normally the lowest lying ones). In cases where the non-diagonal matrix elements \(|H_{ij}|\) are of the order of the unperturbed energy differences \(|E_i^{(0)} - E_j^{(0)}|\), large configuration mixing will result and the final energy eigenvalues \(E_p\) can be very different from the unperturbed spectrum of eigenvalues \(E_p^{(0)}\). If, on the other hand, the \(|H_{ij}|\) are small compared to \(|E_i^{(0)} - E_j^{(0)}|\), energy shifts will be small and even perturbation theory might be applied.

Now to make these general considerations more specific, we discuss the case of \(J^\pi = 0^+\) levels in \(^{18}\)O for the \((1d_{5/2} 2s_{1/2})\) model space. As shown before, the model space reduces to a two-dimensional space \(n = 2\) (11.50) and the \(2 \times 2\) energy matrix can be written as
\[ H = \begin{bmatrix}
2 \varepsilon_{1d_{5/2}} + \langle (1d_{5/2})^2; 0^+|V_{12}|(1d_{5/2})^2; 0^+ \rangle & \langle (1d_{5/2})^2; 0^+|V_{12}|(2s_{1/2})^2; 0^+ \rangle \\
\langle (2s_{1/2})^2; 0^+|V_{12}|(1d_{5/2})^2; 0^+ \rangle & 2 \varepsilon_{2s_{1/2}} + \langle (2s_{1/2})^2; 0^+|V_{12}|(2s_{1/2})^2; 0^+ \rangle
\end{bmatrix}. \]  
(11.62)

These diagonal elements yield the first correction to the unperturbed single-particle energies \(2 \varepsilon_{1d_{5/2}}\) and \(2 \varepsilon_{2s_{1/2}}\), respectively (the diagonal two-body interaction matrix elements \(H_{11}\) and \(H_{22}\), figure 11.12). The energy matrix is Hermitian which for a real matrix means symmetric with \(H_{12} = H_{21}\) and, in shorthand notation gives the secular equation
\[ \begin{bmatrix}
H_{11} - \lambda & H_{12} \\
H_{12} & H_{22} - \lambda
\end{bmatrix} = 0. \]  
(11.63)

We can solve this easily since we get a quadratic equation in \(\lambda\)
\[ \lambda^2 - \lambda(H_{11} + H_{22}) - H_{12}^2 + H_{11}H_{22} = 0. \]  
(11.64)

with the roots
\[ \lambda_{\pm} = \frac{H_{11} + H_{22}}{2} \pm \frac{1}{2} |(H_{11} - H_{22})^2 + 4H_{12}^2|^{1/2}. \]  
(11.65)

The difference \(\Delta \lambda \equiv \lambda_+ - \lambda_-\) then becomes
\[ \Delta \lambda = |(H_{11} - H_{22})^2 + 4H_{12}^2|^{1/2}. \]  
(11.66)
and is shown in figure 11.13. Even for \( H_{11} = H_{22} \), the degenerate situation for the two basis states, a difference of \( \Delta \lambda = 2|H_{12}| \) results. It is as if the two levels are repelled over a distance of \( |H_{12}| \). Thus \( 2|H_{12}| \) is the minimal energy difference. In the limit of \( |H_{11} - H_{22}| \gg |H_{12}| \), the energy difference \( \Delta \lambda \) becomes asymptotically equal to \( \Delta H = H_{11} - H_{22} \).

The equation for \( \lambda_\pm \) given in (11.65) is interesting with respect to perturbation theory.

(i) If we consider the case \( |H_{11} - H_{22}| \gg |H_{12}| \), then we see that one can obtain by expanding the square root around \( H_{11} = H_{22} \)

\[
\begin{align*}
\lambda_1 &= H_{11} + \frac{H_{12}^2}{H_{11} - H_{22}} + \ldots. \\
\lambda_2 &= H_{22} + \frac{H_{12}^2}{H_{22} - H_{11}} + \ldots
\end{align*}
\]  

(11.67)
where we use the expansion \((1 + x)^{1/2} \approx 1 + \frac{1}{2} x + \ldots\).

(ii) One can show that if the perturbation expansion does not converge easily, one has to sum the full perturbation series to infinity. The final result of this sum can be shown to be equal to the square root expression in (11.65).

It is also interesting to study (11.65) with a constant interaction matrix element \(H_{12}\); when the unperturbed energies \(H_{11}, H_{22}\) vary linearly, i.e. \(H_{11} = E_1^{(0)} + \chi a\) and \(H_{22} = E_2^{(0)} - \chi b\) (figure 11.14). There will be a crossing point for the unperturbed energies at a certain value of \(\chi = \chi_{\text{crossing}}\). However, the eigenvalues \(E_1, E_2\) will first approach the crossing but then change directions (no-crossing rule). The wavefunctions are also interesting. First of all, we study the wavefunctions analytically, i.e. the coefficients \(a_{k\ell}\).

We get

\[
|\Psi_1\rangle = a_{11}|\psi_1^{(0)}\rangle + a_{21}|\psi_2^{(0)}\rangle
\]

\[
|\Psi_2\rangle = a_{12}|\psi_1^{(0)}\rangle + a_{22}|\psi_2^{(0)}\rangle.
\]  

(11.68)

If we use one of the eigenvalues, say \(\lambda_1\), the coefficients follow from

\[
(H_{11} - \lambda_1)a_{11} + H_{12}a_{21} = 0.
\]  

(11.69)

or

\[
a_{11}/a_{21} = -\frac{H_{12}}{H_{11} - \lambda_1}.
\]  

(11.70)

The normalizing condition \(a_{11}^2 + a_{21}^2 = 1\) then gives

\[
a_{21} = \left(1/(1 + (H_{12}/(H_{11} - \lambda_1)^2))\right)^{1/2}.
\]  

(11.71)
and similar results for the other coefficients. In the situation that $H_{11} = H_{22}$, the absolute values of the coefficients $a_{11}$, $a_{12}$, $a_{21}$ and $a_{22}$ are all equal to $1/\sqrt{2}$. These coefficients then also determine the wavefunctions of figure 11.14 at the crossing point. One can see in figure 11.14 that for the case of $\chi = 0$, one has

$$E_1 \approx E_1^{(0)} \quad \text{and} \quad |\Psi_1\rangle \approx |\psi_1^{(0)}\rangle,$$

$$E_2 \approx E_2^{(0)} \quad \text{and} \quad |\Psi_2\rangle \approx |\psi_2^{(0)}\rangle.$$  

On the other hand, after the level crossing and in the region where again $|H_{11} - H_{22}| \gg |H_{12}|$, one has

$$E_1 \approx H_{22} \quad \text{and} \quad |\Psi_1\rangle \approx |\psi_2^{(0)}\rangle,$$

$$E_2 \approx H_{11} \quad \text{and} \quad |\Psi_2\rangle \approx |\psi_1^{(0)}\rangle,$$

so that one can conclude that the 'character' of the states has been interchanged in the crossing region, although the levels never actually cross.

**Figure 11.14.** Variation of the eigenvalues $\lambda_2$ obtained from a two-level model as a function of a parameter $\chi$ which describes the variation with unperturbed energies $H_{11}$, $H_{22}$ assuming a linear variation, i.e. $H_{11} = E_1^{(0)} + \chi a$; $H_{22} = E_2^{(0)} - \chi b$ (with $H_{12}$ as interaction matrix element). The wavefunction variation is also shown (taken from Heyde 1991).

The full result for $^{18}$O is then depicted in figure 11.15, where respectively, the unperturbed two-particle spectrum, the spectrum adding the diagonal matrix elements as well as the results after diagonalizing the full energy matrix, are discussed. This example explains the main effects that show up on setting up the study of energy spectra near closed shells.
Figure 11.15. Full description of the construction of the two-neutron energy spectrum in the case of $^{18}\text{O}$. At the extreme left, the unperturbed (degenerate in $J^\pi$) two-particle spectrum is given. Next (proceeding to the right) the addition of the diagonal matrix elements is indicated. Then, the result of diagonalizing the total Hamiltonian in the various $J^\pi$ subspaces is given. Finally, at the extreme right, the total spectrum is given. The energy scale refers to the single-neutron energy spectrum of figure 11.11.

In the next two sections (11.4 and 11.5) we shall discuss in somewhat more detail examples of studies in nuclei containing just two valence nucleons, in doubly-closed shell nuclei and when carrying out large-scale shell-model calculations according to state-of-the-art calculations.

11.4 Energy spectra near and at closed shells

11.4.1 Two-particle spectra

We use the methods discussed in section 11.3 in order to perform a full diagonalization of the energy matrix of (11.39) within a two-particle basis. The basic procedure in setting up the energy matrix consists in determining all partitions of two-particles over the available single-particle space $\varphi_1, \varphi_2, \ldots, \varphi_{jk}$ (figure 11.16(a)).

As discussed in section 11.2, it is possible to study the excitation modes for two-
Figure 11.16. (a) Schematic representation of the model space for two valence nucleons (particles or holes) outside closed shells. (b) Similar representation of the model space but now for one particle-one hole (1p–1h) excitations in a closed-shell nucleus (taken from Heyde 1989).

particle (or two-hole) energy spectra using a closed shell configuration and determining the effective forces such that particle–hole excitations in this core are implicitly taken into account. Starting from realistic forces: Hamada–Johnston, Tabakin, Reid potential, Skyrme forces, one has to evaluate therefore the ‘renormalized’ interaction that acts in the two-particle or two-hole model space. Using schematic, delta, surface-delta, etc forces, the parameters such as strength, range, eventual spin, isospin dependences are determined so as to obtain a good reproducibility within a given small two-nucleon valence space. Therefore, the latter forces are only used in a particular mass region whereas the realistic forces can be used throughout the nuclear mass table; the renormalization effects are the aspects needed to bring the realistic force in line with the study of a particular mass region.

In figure 11.17, we compare, as an illustration, the typical results occurring in two-particle spectra, the experimental and theoretical energy spectra for $^{18}\text{O}$, $^{42}\text{Ca}$, $^{50}\text{Ca}$, $^{58}\text{Ni}$ and $^{134}\text{Te}$. The force used is the SkE2 force ($\chi_1 = 0.43$). The typical result is the large energy gap between the ground state $0^+$ and the first excited $2^+$ level. The overall understanding of two-particle spectra is quite good and is mainly a balancing effect between the pairing and quadrupole components in the force.

11.4.2 Closed-shell nuclei: 1p–1h excitations

For doubly-closed shell nuclei, the low-lying excited states will be mainly within the 1p–1h configurations (figure 11.16(b)), where, due to charge independence of the nucleon–nucleon interaction and the almost identical character of the nuclear average proton and neutron fields (taking the Coulomb part aside), the proton 1p–1h and neutron 1p–1h excitations are very nearly degenerate in the unperturbed energy (figure 11.18). It is the small difference in mass between proton and neutron and the Coulomb interaction that
Figure 11.17. Two-particle energy spectra of some (doubly-closed shell+two nucleons) nuclei using a Skyrme effective force (SkE2*) (Waroquier et al 1983). Only positive parity states are retained. The full set of data is discussed in Heyde (1991).

induce slight perturbations on the isospin symmetry (charge symmetry) in this picture. Although the isospin formalism can be used to describe the 1p–1h excitation in doubly-closed shell nuclei, we consider the explicit difference between the proton and neutron 1p–1h configurations and, only later, check on the isospin purity of the eigenstates.

Since we know how to couple the proton 1p–1h and neutron 1p–1h excitations to a
11.4 ENERGY SPECTRA NEAR AND AT CLOSED SHELLS

Figure 11.18. The model space used to carry out a $1p$-$1h$ study of $^{16}$O. The full (sd) space for unoccupied and (sp) space for occupied configurations is considered (taken from Heyde 1991).

![Diagram of model space](image)

Figure 11.19. Using a Skyrme force (SkE4*) (see text) to determine both the Hartree-Fock single-particle energies and the two-body matrix elements, we present (i) unperturbed proton ($\pi$) and neutron ($\nu$) $0^-$ ($1p$-$1h$) energies; (ii) energies, including the diagonal matrix elements (repulsive) and, (iii) the final results obtained after diagonalizing the interaction in the $J^\pi = 0^+$ space. The isospin purity is also given as $T$ (in %) (taken from Heyde 1991).

Definite isospin, e.g.

$$|ph^{-1}; JM\rangle_\pi = \frac{1}{\sqrt{2}}(|ph^{-1}; JM, T = 1\rangle + |ph^{-1}; JM, T = 0\rangle)$$

$$|ph^{-1}; JM\rangle_\nu = \frac{1}{\sqrt{2}}(|ph^{-1}; JM, T = 1\rangle - |ph^{-1}; JM, T = 0\rangle).$$  \(11.72\)

we can, in the linear combination of the wavefunctions, expressed in the proton-neutron basis, substitute the expression (11.72) so as to obtain an expansion of the wavefunctions in the isospin ($J, T$) coupled basis. Formally, the wavefunctions

$$|i, JM\rangle = \sum_{ph, \rho} c(ph^{-1}(\rho); iJ)|ph^{-1}, JM\rangle.$$

where $i$ denotes the number of eigenstates for given $J$ and $\rho$ the charge quantum number.
\( (\rho \equiv \pi, \nu), \) can be rewritten in the isospin coupled basis as
\[
|i, JM\rangle = \sum_{\rho h T} c'(\rho h^{-1}; i, JT)(\rho h^{-1}; JM, T).
\] (11.74)

where here, for each \( (\rho, h)^{-1} \) combination, we sum over the \( T = 0 \) and \( T = 1 \) states. From the actual numerical studies, it follows that the low-lying states are mainly \( T = 0 \) in character and the higher-lying are the \( T = 1 \) states.

The Hartree–Fock field in \(^{16}\text{O}\) has been determined using the methods of Chapter 10 for various Skyrme forces. We discuss here the results for the 1p–1h spectrum in \(^{16}\text{O}\) using the same effective Skyrme force (SkE4\(^+\)) that was used in order to determine
the average Hartree–Fock properties. We illustrate, in figure 11.19, as an example, the proton and neutron 1p–1h 0− configurations |(2s_{1/2}1p_{3/2}^{-1}; 0^−). A net energy difference of Δε = 1.11 MeV results. The diagonal ph−1 matrix elements are slightly repulsive and finally, the non-diagonal matrix element is small. So, in the final answer, rather pure proton ph−1 and neutron ph−1 states result. This is clearly illustrated by expressing the wavefunctions on the basis of equation (11.74) where the maximal purity is 68%.

Considering to the 1− state, within the 1hω 1p–1h configuration space, we can only form the following basis states

\[ |2s_{1/2}(1p_{1/2})^{-1}; 1^−\rangle \]
\[ |2s_{1/2}(1p_{3/2})^{-1}; 1^−\rangle \]
\[ |1d_{3/2}(1p_{1/2})^{-1}; 1^−\rangle \]
\[ |1d_{3/2}(1p_{3/2})^{-1}; 1^−\rangle \]
\[ |1d_{5/2}(1p_{3/2})^{-1}; 1^−\rangle .\]

Taking both the proton and neutron 1p–1h configurations, a 10-dimensional model space results. Using the methods discussed in the present Chapter, one can set up the eigenvalue equation within this model space using a given effective force (TDA approximation or the RPA approximation if a more complicated ground-state wavefunction is used). The resulting spectra for the 0−, . . . , 4− states are presented in figure 11.20 where we illustrate in all cases:

(i) the unperturbed energy, giving both the charge character of the particular ph−1 excitation;

(ii) the TDA diagonalization results (with isospin purity);

(iii) the RPA diagonalization results;

(iv) the experimental data.

One observes, in particular, for the lowest 1−, 3− levels the very pure T = 0 isospin character. Since the unperturbed proton and neutron 1p–1h configurations are almost degenerate, the diagonalization implies a definite symmetry character (T = 0 and T = 1) according to the lower- and high-lying states.

We illustrate a study of the 3−, collective isoscalar state in 208Pb (Gillet 1964) (figure 11.21). Here, as a function of the dimension of the 1p–1h configuration model space, the convergence properties in the TDA and RPA approach are illustrated. One notices that: (i) the RPA eigenvalue is always lower than the corresponding TDA eigenvalue and that (ii) for a given strength of the residual interaction, the dimension of the 3− configuration space affects the final excitation energy in a major way. This aspect of convergence should be tested in all cases.

As a final example (figure 11.22), we give a state-of-the-art self-consistent shell-model calculation for 40Ca within a 1p–1h configuration space and thereby use the extended Skyrme force parametrization as an effective interaction.

It has become clear that the nuclear shell model is able to give a good description of the possible excitation modes in nuclei where just a few nucleons are interacting outside a closed shell (two-particle and two-hole nuclei) and that it is even possible to describe the lowest-lying excitations in the doubly-closed shell nuclei as mainly 1p–1h excitations. In order to get a better insight into the possibilities and predictive power of the nuclear
Figure 11.21. The octupole $3^-$ state in $^{208}$Pb using the TDA and RPA methods as a function of the 1p–1h model space dimension. The number of 1p–1h components as well as its unperturbed energy are indicated on the abscissa. The force used and the results are discussed by Giller (1966).

Figure 11.22. Low-lying negative parity ($J^T$, $T$) states in $^{40}$Ca. The theoretical levels correspond to a fully self-consistent RPA calculation using the SkE2 force. Isospin purity ($T$ in %) is also indicated (taken from Waroquier et al. 1987).
shell model and of its limitations, we should look to examples of large-scale shell-model calculations. In the next section we discuss a few such examples.

11.5 Large-scale shell-model calculations

Modern large-scale shell-model configurations try to treat many or all of the possible ways in which nucleons can be distributed over the available single-particle orbits that are important in a particular mass region. It is conceivable that all nuclei situated between $^{16}$O and $^{40}$Ca might be studied using the full $\langle 2s_{1/2}, 1d_{5/2}, 1d_{3/2} \rangle$ model space. It is clear that nuclei in the mid-shell region $^{28}$Si, . . . , one will obtain a very large model space and extensive numerical computations will be needed. The increase in computing facilities has made the implementation of large model spaces and configuration mixing possible.

The current research aims at a theoretical understanding of energy levels and also of all other observables (decay rates) that give test possibilities for the model spaces used, missing configurations and/or deficiencies in the nucleon–nucleon interactions (Brown and Wildenthal1988).

In the present section, we discuss the achievements of the (sd) shell and also its shortcomings. In Box 11a a state-of-the-art example in $^{16}$O is illustrated.
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Figure 11.23. The number of unmixed configurations with $J^z = 2^+$ in $^{26}$Mg for a number of different particle distributions over the $1d_{5/2}, 2s_{1/2}$ and $1d_{3/2}$ orbits. The energy is relative to the energy of the lowest-lying configurations. A surface delta two-body interaction was used (Brussaard and Glaudemans 1977) and experimental single-particle energies. The particle distributions are denoted by $(n_1, n_2, n_3)$, the number of particles in the $1d_{5/2}, 2s_{1/2}$ and $1d_{3/2}$ orbits, respectively. The arrows indicate the unperturbed energies $n_1(\varepsilon_{2s_{1/2}} - \varepsilon_{2d_{5/2}}) + n_3(\varepsilon_{1d_{3/2}} - \varepsilon_{1d_{5/2}})$ (taken from Brussaard and Glaudemans 1977).

The sd shell contains 24 active $m$-states, i.e. states characterized by the quantum numbers $n, l, j, m, t_z$. As an example, in $^{28}$Si for $M = 0$ and $T_z = 0$ one has 93 710 states that form the model space and, in the $JT$ scheme, the $J = 3, T = 1$ space contains 6706 states. We illustrate the distribution of unperturbed states in $^{26}$Mg for the $2^+$ states
constructed in this $sd$ space, with the unperturbed basis configuration denoted by

$$
\Psi_{(0)}(2^+) = |(1d_{5/2})^n_1 (2s_{1/2})^n_2 (1d_{3/2})^n_3 , 2^+). \tag{11.75}
$$

Here, the partitions $(n_1, n_2, n_3)$ determine the relative, unperturbed energy in this model space as

$$
E_0 = n_3 (\varepsilon_{1d_{5/2}} - \varepsilon_{1d_{3/2}}) + n_3 (\varepsilon_{1d_{3/2}} - \varepsilon_{1d_{5/2}}) + \Delta E. \tag{11.76}
$$

The distribution in $E_0$ for the basis states $\Psi_{(0)}(2^+)$ is then given in figure 11.23, where also the diagonal interaction matrix element ($A' = A - A_{\text{core}}$) energy

$$
\Delta E \equiv \langle \Psi_0(2^+) | \sum_{i<j=1}^{A'} V_{ij} | \Psi_0(2^+) \rangle, \tag{11.77}
$$

has been incorporated. The arrows give the energy $E_0$, ignoring $\Delta E$, for the various $(n_1, n_2, n_3)$ distributions. In each case, these basis configurations need to be constructed and used to construct the energy matrix. Fast methods are used to determine the energy eigenvalues, (Lanczos algorithm—Brusseard and Glaudermans 1977) since in most cases one is only interested in the energy eigenvalues corresponding to the lowest eigenstates.

Current large-scale $sd$ shell-model calculations have been performed without truncating, even when evaluating the nuclear properties at the mid-shell region ($^{28}\text{Si}$). Brown and Wildenthal (1988) have pioneered the study in this particular mass region. As an example, we show the slow convergence related to the choice of the model space. Starting from the extreme 'closed subshell' configuration $(1d_{5/2})^{12}(2s_{1/2})^0(1d_{3/2})^0$ (order 0 in figure 11.24), one observes the evolution in the energy spectrum when enlarging the model space in successive breaking the $(1d_{5/2})^{12}$ configuration and ending with the 12 particles being distributed in all possible ways over the $1d_{5/2}, 2s_{1/2}$ and $1d_{3/2}$ orbits without any further constraints. The same effective force has been used in the various calculations (order 0 $\rightarrow$ 12) and, at order $= 12$, a good reproduction of the $^{28}\text{Si}$ experimental energy spectrum, exhibiting a number of collective features, is reached. Further details, in particular relating to the evaluation of electromagnetic properties in the $sd$ shell nuclei, are discussed by Brown and Wildenthal (1988).

More recently, large-scale shell-model calculations have been performed incorporating the full fp shell thereby accessing a large number of nuclei where the alleged doubly-closed shell nucleus $^{56}\text{Ni}$ is incorporated in a consistent way. The Strasbourg-Madrid group, using the code ANTOINE (using the m-scheme) has used computer developments as well as two decades of computer development on shell-model methods to accomplish an important step. At present, issues relating to a shell closure at $Z = N = 28$ can now be studied in a broader perspective. Moreover, properties that are most often analysed within a deformed basis and subsequent features like deformed bands, backbending etc. are now accessible within a purely shell-model context. Hope is clearly present to bridge the gap between spherical large-scale shell-model studies on one side, and phenomenological studies starting from an initial deformed mean-field on the other side. A number of interesting references for further study of fp-shell model calculations are given: Caurier 1994, Caurier 1995, Zuker 1995, Caurier 1996, Dufour 1996, Martinez-Pinedo 1996, Retamosa 1997, Martinez-Pinedo 1997. Conferences and workshops concentrating on shell-model developments have been intensively pursued in recent years.
and we refer to the proceedings of some of these workshops in order to bring the reader in contact with recent developments: Wyss 1995, Covello 1996.

It is very clear that efforts are going on to extend straightforward shell-model calculations within large model spaces. At present, the evaluation of eigenvalues in model spaces up to $10^7$ are within reach. One can still wonder if those rather complex wavefunctions will ultimately give answers as to why certain nuclei are very much like spherical systems while others exhibit properties that are close to the dynamical deformed and collective vibrational systems. Work has to be done in order to find appropriate truncation schemes that guide shell-model studies, not just in a 'linear' way (exhausting all model configurations within a certain spherical model boundary like the sd or fp-shell model studies Kar 1997, Yokoyama 1997, Nakada 1996, Nakada 1997a, 1997b), but exploit other symmetries that may show up in order to cope with more exotic nuclear properties.
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**Figure 11.24.** The various results for the energy levels in $^{28}_{14}\text{Si}$, calculated within the full sd model space. Starting from the extreme left with a $(1d_{5/2})^4(2s_{1/2})^2(1d_{3/2})^6$ configuration we increase the model space by lifting 1, 2, \ldots, up to 12 particles out of the $1d_{5/2}$ orbit up to the extreme general $(1d_{5/2})^{n_1}(2s_{1/2})^{n_2}(1d_{3/2})^{n_3}$ $(n_1 + n_2 + n_3 = 12)$ situation. The dimension of the full model space is given in each case. The experimental spectrum is given for comparison. (Taken from Brown and Wildenthal. Reproduced with permission from the Annual Review of Nuclear Sciences 38 © 1988 by Annual Reviews Inc.)

In spite of the enormous model spaces, a number of problems have been noticed, in particular regarding the nuclear binding energy or, related to that quantity, regarding the separation energies of various quantities, e.g. the two neutron separation energies $S_{2n}(Z, A)$. In figure 11.25, the $S_{2n}(Z, A)$ values are presented where the diameter of the black circles is a measure, at each point $(Z, A)$, of the deviation

$$
\Delta S_{2n} \equiv |S_{2n}(Z, A)_{\text{exp}} - S_{2n}(Z, A)_{\text{theory}}|.
$$

(11.78)

It can be seen, in particular for nuclei near $Z = 11, 12$ and with neutron number at or very near to the shell closure $N = 20$, that in the independent shell-model picture, large deviations from zero appear for $\Delta S_{2n}$. In these nuclei, the nuclei appear to
be more strongly bound, indicating, in general, a lack of convergence in the model spaces considered. Explanations for these deficiencies which, at the same time signal the presence of new physics, have been offered by Wood et al (1992) by allowing neutron particle-hole excitations to occur at the \( N = 20 \) closed shell. The creation of components in the wavefunction where, besides the regular sd model space, neutron 2p–2h components are present, gives rise to increased binding energy and the onset of a small zone of deformation (Chapter 12). The wavefunctions become

\[
\Psi(J^\pi M) = \sum_{i, (sd)^n} a_{i,(sd)^n} \Psi_i((sd)^n, JM) \\
+ \sum_{k, (sd)^{n-2} (fp)^2} b_{k,(sd)^{n-2} (fp)^2} \tilde{\Psi}_k((sd)^{n-2} (fp)^2, JM),
\]

where the extra configurations are denoted by the \( b \) coefficients and basis states \( \tilde{\Psi}_k((sd)^{n-2} (fp)^2, JM) \). The increased binding energy arising from these \( (sd)^n \rightarrow (sd)^{n-2} (fp)^2 \)-excitations (called intruder excitations) as well as the appearance of low-lying, deformed states in this mass region is discussed by Wood et al (1992).

![Figure 11.25. Two-neutron separation energies \( S_{2n} \) along the sd-isotopic chains. The lines connect the theoretical points. The data are indicated by dots, or solid circles. Their diameter is a measure of the deviation between the theoretical and experimental \( S_{2n} \) values (taken from Wood et al 1992).](image)

The presence of these intruder excitations near to closed shells is a more general feature imposing severe limitations on the use of limited model spaces. On the other hand, because of the rather weak coupling between the model spaces containing the regular states and the one containing the intruder excitations, various other approaches designed to handle these intruder excitations have been put forward (Heyde et al 1983. Wood et al 1992). An overview of the various regions, in the nuclear mass table, where intruder excitations have been observed is given in Figure 11.26.
Another quite different approximation approach to the large-scale shell-model calculation, when many nucleons are partitioned over many single-particle orbits, has been put forward and accentuates the importance of the strong pairing energy correlations in the interacting many-nucleon system. The approximation starts from the fact that we have, until now, considered a sharp Fermi level in the distribution of valence nucleons over the ‘open’ single-particle orbit. The short-range strong pairing force is then able to scatter pairs of particles across the sharp Fermi level leading to 2p–2h, 4p–4h, . . . correlations into the ground state. When, now, many valence nucleons are in the open shells as occurs under certain conditions, one can obtain a smooth probability distribution for the occupation of the single-particle orbits. So, pairing correlations become important and modify the nuclear ground state nucleon distribution in a major way (see figure 11.27). The consequences of these pairing correlations, which are most easily handled within the Bardeen–Cooper–Schrieffer (or BCS) approximation, are presented in Heyde (1991) and references therein. The concepts of quasi-particle excitations, BCS theory, quasi-spin, seniority scheme are introduced in order to study the nuclear pairing correlations in a mathematically consistent way. We shall, in this presentation, not go into much detail and refer to the literature for extensive discussions (Ring and Schuck 1980, Eisenberg and Greiner (1976), Rowe (1970)).
many-body Hamiltonian

$$\hat{H} = \sum_i t_i + \frac{1}{2} \sum_{i,j} V_{i,j}. \quad (11.79)$$

a one-body Hamiltonian, containing an average field $U_i$, and a correction Hamiltonian $\hat{H}_{\text{res}}$, describing the residual interactions

$$\hat{H} = \sum_i (t_i + U_i) + \frac{1}{2} \sum_{i,j} V_{i,j} - \sum_i U_i = \hat{H}_0 + \hat{H}_{\text{res}}. \quad (11.80)$$

One then constructs a many-body basis $|\psi_i\rangle$ with which one computes the many-body Hamiltonian matrix elements $H_{i,j} = \langle \psi_i | \hat{H} | \psi_j \rangle$, constructs the Hamiltonian energy matrix and solves for the lowest-energy eigenvalues and corresponding eigenvectors. Highly efficient diagonalization algorithms have been worked out over the years (see also sections 11.3, 11.4 and 11.5) allowing typical cases with dimensions of 100,000 in the m-scheme and 3000 to 5000 in angular momentum and isospin ($J, T$) coupled form. The largest cases that can be handled, although they make it much more difficult to exploit the symmetries of the matrix and finding an optimal ‘loading’ balance of the energy matrix, at
present go up to $10^7$–$10^8$. For some typical codes used, we refer to Schmid et al (1997) with the code VAMPIR, Brown and Wildenthal (1988), McRae et al (1988) with the OXBASH code, Caurier (1989) with the code ANTOINE, Nakada et al (1994). Otsuka and coworkers (Honma et al (1996), Mizusaki et al (1996)) devised a special technique in which a truncated model space is generated stochastically using an ingenious way of generating and selecting the basis states. Diagonalization in this truncated space can lead to very close upper limits for the lowest-energy eigenvalues and this for systems with dimension up to $10^{12}$. At present, one can solve the full sd space and the fp shell partly, but for heavier nuclei one needs to take into account the solution of an approximation to the full large-scale shell-model method as the model spaces for rare-earth nuclei reach values of the order of $10^{16}$–$10^{20}$.

All of the above methods are restricted to the description of ground-state and low-lying excitation modes and are within a $T = 0$ (zero-temperature) limit to the many-body problem. To circumvent the various difficulties and principal restrictions in handling the large-scale shell-model space diagonalization, an alternative treatment of the shell-model problem has been suggested by the group of Koonin and coworkers (Johnson et al (1992), Lang et al (1993), Ormand et al (1994), Alhassid et al (1994), Koonin et al (1997a, b)). This method is based on a path-integral formulation of the so-called Boltzmann operator $\exp(-\beta \hat{H})$, where $\hat{H}$ is the Hamiltonian as depicted in (11.79) and (11.80), and $\beta$ is the reciprocal temperature $1/T$. Starting from this expression, one can determine the nuclear many-body thermodynamic properties through the partition function

$$Z_\beta = \text{Tr}(e^{-\beta \hat{H}}), \quad (11.81)$$

and derived quantities like the internal energy $U$, the entropy $S$, etc. So, instead of finding the detailed spectroscopic information at the $T = 0$ limit, in this new approach one starts from the other limit: trying to extrapolate from the higher-temperature regime into the low-energy region of the atomic nucleus.

In a first step, one can separate the one-body Hamiltonian $\hat{H}_0$ from the more difficult two-body part $\hat{H}_{\text{res}}$ when evaluating the exponential expression. If the two parts of $\hat{H}$ would commute, this would become

$$e^{-\beta (\hat{H}_0 + \hat{H}_{\text{res}})} = e^{-\beta \hat{H}_0} e^{-\beta \hat{H}_{\text{res}}}. \quad (11.82)$$

In general, this is not the case though. In the regime of small $\beta$ values (high temperature $T$), the above separation is still possible with an error of third-order in the parameter $\beta$. One can reduce this error by using the Suzuki–Trotter formula (von der Linden 1992) resulting in the expression

$$e^{-\beta (\hat{H}_0 + \hat{H}_{\text{res}})} = e^{-\frac{\beta}{N} \hat{H}_0} e^{-\frac{\beta}{N} \hat{H}_{\text{res}}} + \theta(\beta^3). \quad (11.83)$$

For use at higher $\beta$ values (low temperature $T$), one needs to split the inverse temperature into a number of inverse temperature intervals $N_i$. This then leads to the Suzuki–Trotter formula (von der Linden 1992)

$$e^{-\beta (\hat{H}_0 + \hat{H}_{\text{res}})} = \left[e^{-\frac{\beta}{N_i} (\hat{H}_0 + \hat{H}_{\text{res}})}\right]^{N_i} = e^{-\frac{\beta}{N_i} \hat{H}_0} e^{-\frac{\beta}{N_i} \hat{H}_{\text{res}}} e^{-\frac{\beta}{N_i} \hat{H}_0} e^{-\frac{\beta}{N_i} \hat{H}_{\text{res}}} \ldots e^{-\frac{\beta}{N_i} \hat{H}_0} \times e^{-\frac{\beta}{N_i} \hat{H}_{\text{res}}} e^{-\frac{\beta}{N_i} \hat{H}_0} + \theta(\beta^3). \quad (11.84)$$
The more difficult part comes from the exponential parts in (11.84) but there exist methods to decompose the exponential of a two-body operator into a sum of exponentials of one-body operators known as the Hubbard–Stratonovich transform (Stratonovich 1957, Hubbard 1959). In the simplest case where the two-body residual interaction Hamiltonian $\hat{H}_{\text{res}}$ can be written as the square of a one-body operator

$$\hat{H}_{\text{res}} = -\hat{A}^2.$$  \hspace{1cm} (11.85)

one arrives at the decomposition

$$e^{-\beta \hat{H}_{\text{res}}} = e^{\beta \hat{A}^2} \left( \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} e^{-\frac{\sigma^2}{2}} \sigma \sqrt{\beta} \hat{A} \, d\sigma \right).$$ \hspace{1cm} (11.86)

This is an exact decomposition and transforms the exponential of a two-body Hamiltonian into a continuous sum of exponentials of one-body operators. Instead of evaluating the continuous sum of the auxiliary field $\sigma$, one can use a discrete decomposition by replacing the exponential weight integral by a Gaussian quadrature formula. This method remains essentially the same for a Hamiltonian that is a sum of squares of commuting observables, and even non-commuting observables (Rombouts 1997), but leads to multi-dimensional integrals over many auxiliary fields ($\sigma_1, \sigma_2, \sigma_3, \ldots, \sigma_m$). Here again, replacement in terms of three- to four-point Gaussian quadrature formulae leads to a sum over discrete auxiliary-field configurations. The extension of the Hubbard–Stratonovich transform for a general and realistic Hamiltonian (equation (11.80)) remains possible and is discussed in detail by Rombouts (1997) and Koonin et al. (1997a, b).

Coming back to equations (11.85) and (11.86), one can rewrite the exponential over the two-body Hamiltonian in a specified inverse-temperature slice in the form

$$e^{-\beta \hat{H}_{\text{res}}} = \sum_{\sigma} e^{\hat{A}_\sigma}. \hspace{1cm} (11.87)$$

If we then apply this decomposition to every two-body term of the expansion (11.84) one finally obtains the full expression

$$e^{-\beta \hat{H}} \approx \sum_{\sigma_1, \sigma_2, \ldots, \sigma_n} e^{-\beta \hat{U}_0} e^{\hat{A}_{\sigma_1}} e^{-\beta \hat{U}_0} e^{\hat{A}_{\sigma_2}} \ldots e^{-\beta \hat{U}_0} e^{\hat{A}_{\sigma_n}} = \sum_{\sigma} e^{-\hat{S}_{\sigma}(\beta)} = \sum_{\sigma} \hat{U}_\sigma. \hspace{1cm} (11.88)$$

Here, the operator $\hat{U}_\sigma$ is a product of exponentials of one-body operators and, as such, an exponential of a one-body operator $\hat{S}_{\sigma}(\beta)$ itself. An exponential of a one-body operator can be seen as the Boltzmann operator for a (non-Hermitian) mean-field operator. Therefore, it can be represented by an $N_S \times N_S$ matrix $U_\sigma$ with $N_S$ the dimension of the one-body space. The calculation of the partition function then amounts to algebraic manipulations of small matrices, even for very large regular shell-model valence spaces. Expression (11.88) thus reduces the correlated many-body problem to a sum over systems of independent particles.

By now circumventing the diagonalization problem of matrices of huge dimension that were intractable (dimensions $10^{20}$ and higher), solving the many-body problem (or
the partition function and derived quantities) reduces to carrying out the summations shown in equation (11.88) which looks almost as intractable as the original problem because of the huge number of terms. The solution here comes from taking samples when carrying out the summation following Monte Carlo sampling methods. The aim is in general to compute the ratio of two sums, given by

$$E(f) = \frac{\sum_x f(x)w(x)}{\sum_x w(x')}.$$  \hspace{1cm} (11.89)

where the number of states is very large. We assume that the function $w(x)$ is always positive; for negative $w(x)$ values a serious problem arises called the 'sign' problem discussed in detail by Koonin et al (1997a, b) and Rombouts (1997). The trick of performing this sum ((11.88) and (11.89)) consists in approximating the sum with a limited sample $S = \{x^{[1]}, x^{[2]}, \ldots, x^{[m]}\}$ with the $x^{[i]}$ values distributed according to the weight function $w(x)$. Then the central limit theorem assures that for large enough $M$, the sample average

$$E_S(f) = \frac{1}{M} \sum_{i=1}^{M} f(x^{[i]}) \cong E(f).$$  \hspace{1cm} (11.90)

converges to the average value $E(f)$. The statistical error is proportional to $1/\sqrt{M}$ (see figure 11.28 for a schematic illustration of this method). The problem in generating a sample that is modulated according to the weight function $w(x)$ is solved through Markov-chain Monte Carlo sampling with, as a sacrifice, the fact that the $x^{[i]}$ values are no longer independent. It has been shown that the results obtained using this particular sampling technique converge to the exact results if large enough samples are drawn (Rombouts

![Figure 11.28](image-url)  

**Figure 11.28.** Schematic illustration of a function $f(x)$ sampled with a weight function $w(x)$. The sampling points are also given.
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1997). One of the most efficient methods was introduced by Metropolis et al (1953) and was originally suggested for the calculation of thermodynamic properties of molecules. The Metropolis algorithm can be explained using a simple example. Starting from a state \( x' \), a trial state \( x'' \) is drawn randomly in the interval \([x', x'+d]\). If \( w(x'') > w(x') \) then one sets \( x'' = x' \), otherwise one sets \( x'' = x' \) with probability \( w(x')/w(x'') \) and \( x'' = x' \) with probability \( 1 - w(x')/w(x'') \). This procedure guarantees that in the long run the states \( x', x'+1, x'+2, \ldots, x'M \) are distributed according to \( w(x) \). This specific Monte Carlo sampling technique is widely used in many different fields such as statistical physics, statistics, econometrics, biostatistics, etc. Detailed discussions of the mathematical details are given in the thesis of Rombouts (1997).

This all holds if \( w(x) \) plays the role of a weight function, i.e. if \( w(x) > 0 \) for all \( x \). It can happen for certain choices of the Hamiltonian that \( w(x) < 0 \). If the average sign of the function tends to zero, it follows that the statistical error tends to infinity. This sign problem can be avoided by making a special choice for the Hamiltonian, e.g. using a pairing-plus-quadrupole force in the study of even–even nuclei. For more general interactions the sign problem is present and is particularly important at low temperatures. Possible ways of coping with this problem have been suggested by Koonin et al (1997, 1998) but this issue remains, at present, a topic of debate.

We are now in a position to combine all of the above elements, i.e. (i) the fact that the exponential of a one-body operator can be expressed by an \( N \times N \) matrix with \( N \) the dimension of the space of one-particle states, (ii) the Hubbard–Stratonovich decomposition of the exponential of a two-body operator in a sum of exponentials over one-body operators introducing auxiliary fields \( \sigma \) and (iii) the Markov-chain Monte Carlo sampling of very large sums to evaluate thermodynamic properties of the nuclear many-body system. So one is mainly interested in the evaluation of expectation values of quantum-mechanical observables \( \hat{A} \) over a given ensemble (canonical, grand-canonical or microcanonical). In, for example, the canonical ensemble, where the system has a fixed number of particles while the energy of the system can still fluctuate, one obtains the result

\[
\langle \hat{A} \rangle_C = \frac{1}{Z_\beta} \text{Tr}_N \left( \hat{A} e^{-\beta \hat{H}} \right). \tag{11.91}
\]

In the expression (11.91), the trace is taken with respect to the particular space of \( N \)-particle states \( (\text{Tr}_N) \) whereas the more general trace symbol (\( \text{Tr} \)) is used for the diagonal summation over the full many-body space. The above expression can be cast in the form (making use of equations (11.88) and (11.89))

\[
\langle \hat{A} \rangle_C = \frac{\sum_\sigma f_A(\sigma) w(\sigma)}{\sum_\sigma' w(\sigma')}, \tag{11.92}
\]

with

\[
w(\sigma) = \text{Tr}_N (\hat{U}_\sigma), \tag{11.93}
\]

\[
f_A(\sigma) = \text{Tr}_N (\hat{A} \hat{U}_\sigma)/w(\sigma), \tag{11.94}
\]

in which the weight function and the function we wish to sample are defined. One then has to apply the Monte Carlo methods discussed before in evaluating the quantum-mechanical
Figure 11.29. The internal energy ($U$) (upper part) and the specific heat ($C$) (lower part) as a function of temperature $T$. The calculation uses a $(1h_{1/2})^6$ model space. We give (a) the exact shell-model results (full line), (b) the exact result using a fully paired model space (dashed line) and (c) the quantum Monte Carlo results (reprinted from Rombouts et al © 1998 by the American Physical Society).
averages. Technical details on the optimal way to evaluate the various traces are discussed in Rombouts (1997) and Koonin (1997a, b). In those references, the techniques to evaluate averages within the grand-canonical and the microcanonical ensemble are also discussed. Of particular interest is the study of the internal energy, the specific heat, the entropy and the free energy. All these properties can also be derived once the partition function is known.

Combining all of the discussions given above it should become clear that a new avenue has been opened recently allowing for an exact solution of the nuclear many-body problem within a given statistical error. The starting point is the evaluation of the partition function or the Boltzmann operator. Making use of the Hubbard–Stratonovich decomposition of the two-body part of the Hamiltonian, it becomes possible to rearrange the Boltzmann operator as a huge sum solely over products of exponentials of one-body operators. This sum is subsequently sampled using Markov-chain Monte Carlo methods. The whole formalism is a finite-temperature method. The calculational efforts become more severe the lower the energy of the many-body system becomes. One has also to note the presence of a sign problem for general Hamiltonians and, in particular, at low temperatures. Finally, one has to stress that thermodynamic nuclear properties are derived and the transformation into spectroscopic information (using an inverse Laplace transform) is far from trivial.

As a first, albeit schematic illustration, we present the study of the internal energy and the specific heat for a pairing Hamiltonian using a $(1h_{11/2})^6$ model space and constant pairing strength. In figure 11.29 we compare the results for $U$ (internal energy) and
specific heat $C$ as a function of the temperature. It becomes very clear that the exact results for this pairing problem and the Monte Carlo approximation, using the complete space, coincide within the precision of the drawing of the curves. The peak around 1.25 MeV in the specific heat corresponds to the break-up of the pairing structure. In figure 11.30 we give, as a benchmark example, the Gamow–Teller strength, calculated using shell-model Monte Carlo methods and compared with the experimental numbers. More realistic studies have been carried out and are discussed by Koonin et al (1997a,b) and references therein. Applications to ground-state properties of medium-mass nuclei (fp model space) with attention to the Gamow–Teller strength have been performed. Studies of the thermal influence on pairing correlations and on the rotational motion have also been carried out by these same authors. They discuss more exotic properties like double $\beta$-decay and the study of a fully microscopic structure of collective, $\gamma$-soft nuclei and they give an outlook for the study of giant resonances and multi-major shell studies.
Box 11a. Large-scale shell-model study of $^{16}$O

Quite some time ago, Brown and Green worked out a schematic model incorporating the possibility of $4p - 4h$ excitations (α-like excitations) to explain certain low-lying, highly collective excitations in $^{16}$O and other light $N = Z$ nuclei (Brown and Green 1966a, b). The corresponding microscopic shell-model study requires a full $4\hbar\omega$ Hilbert space and was carried out by Haxton and Johnson (1990). Just incorporating $2\hbar\omega$ excitations gives no possibility of describing the $0^+_2$ state in $^{16}$O correctly (see figure 11a.1). The problem is a rather subtle one since the $2\hbar\omega$ have rather strong interactions with both the $0\hbar\omega$ and $4\hbar\omega$ spaces.

The calculation by Haxton and Johnson is performed in a full $4\hbar\omega$ space and considered up to six oscillator shells. The Lanczos algorithm was used to obtain good convergence in the very large model spaces used. The effective forces that were used are discussed in the above reference.

In figure 11a.1, the comparison of the data, the $2\hbar\omega$ and $4\hbar\omega$ calculations are compared. This illustrates the importance of the $2\hbar\omega - 4\hbar\omega$ interaction in reducing the energy splitting between the ground state and those states that are mainly of a $2\hbar\omega$ character. The $0^+_1 - 2^+_1$ splitting is reduced by almost 8 MeV.

Table 11a.1 shows the $0p - 0h$, $2p - 2h$ and $4p - 4h$ probabilities of the first $0^+$ states in the calculations of Haxton and Johnson, compared with the original Brown and Green (BG) calculations. Despite the very large differences in both approaches and numerical complexities, the schematic $4p - 4h$ calculation and very detailed shell-model calculation are very similar. The correspondence for the 6.05 MeV state, which is primarily a $4p - 4h$ excitation is very close while both calculations show that the $0^+_3$ state is about 70% of a $2p - 2h$ character.

![Figure 11a.1. Comparison of the experimental spectrum of $^{16}$O and the full $4\hbar\omega$ shell-model spectrum of $T = 0$ states. The spectrum obtained after diagonalizing the same Hamiltonian in a $2\hbar\omega$ space is also given (taken from Haxton and Johnson 1990).](image-url)
Table 11a.1. Comparison of the shell-model (SM) and BG 0p0h, 2p2h, and 4p4h probabilities for the first three $0^+$ states in $^{16}$O.

<table>
<thead>
<tr>
<th>Probability</th>
<th>g.s.</th>
<th>$0^+_2$ (6.05 MeV)</th>
<th>$0^+_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BG</td>
<td>SM</td>
<td>BG</td>
</tr>
<tr>
<td>0p0h</td>
<td>0.76</td>
<td>0.42</td>
<td>0.07</td>
</tr>
<tr>
<td>2p2h</td>
<td>0.22</td>
<td>0.45</td>
<td>0.05</td>
</tr>
<tr>
<td>4p4h</td>
<td>0.02</td>
<td>0.13</td>
<td>0.88</td>
</tr>
</tbody>
</table>

This calculation presents some of the actual possibilities in the light shells (sd shell) and, at the same time, corroborates some of the simple ideas relating to 4p–4h coexisting states and intruder excitations.
COLLECTIVE MODES OF MOTION

In its most simple form, the nuclear shell model only describes the motion of nucleons as independent particles in an average field. Even with the residual interactions, as discussed extensively in Chapter 11, the nuclear shell model with a spherical average field is not always a very appropriate starting point from which to describe the coherent motion of the many valence nucleons, except in some schematic models. Still, the nuclear shell model, especially as used before, contains a serious predictive power when discussing nuclei not too far removed from the closed-shell configurations.

Using specific nuclear reactions, certain excitation modes have been observed in many nuclei where both the proton and neutron number are far away from the closed-shell configurations. A number of regular, collective features related to the lowering of the first excited $2^+$ state far below the energy needed to break nucleon $0^+$ coupled pairs are very clear for the mass region $Z \geq 50$, $N \leq 82$ and are illustrated in figure 12.1. The multipole excitations of the nuclear charge and mass distributions can be used to obtain a quantitative measure of the collectivity of e.g. the lowest $2^+$ level. An illustration of the $B(E2; 0^+_1 \rightarrow 2^+_1)$ values in nuclei with $N \geq 82$, $Z \leq 98$, with values in Weisskopf units, clearly illustrates the zone of large quadrupole collectivity near $A \simeq 160-180$ and in the actinide region with $A \geq 230$ (figure 12.2).

In the present chapter, we discuss the major elementary, collective building blocks or degrees of freedom for the understanding of open-shell nuclei. The most important feature in that respect is the indication of multi-quanta structures. We shall therefore discuss the collective vibrational and collective rotational characteristics in the atomic nucleus. These model approaches are very effective in describing the variety of collective features and its variation with valence numbers throughout the nuclear mass table. The dominant mode we shall concentrate on is the quadrupole mode. The residual proton–neutron interaction is particularly important in describing the low excitation energy and its variation in large mass regions. The low value of $E_x(2^+_1)$ and the correspondingly large increase in the related $B(E2; 0^+_1 \rightarrow 2^+_1)$ reduced transition probability are the clear indicators of nuclear, collective motion.

In section 12.1 we discuss vibrational (low-lying isoscalar and high-lying giant resonances) excitations. In section 12.2, we address the salient features relating to nuclear, collective rotational motion. In section 12.3, algebraic methods emphasizing the nuclear symmetries are presented with a number of applications relating to the interacting boson model.

12.1 Nuclear vibrations

A very interesting method for describing nuclear coherent excitations starts from a multipole expansion of the fluctuations in the nuclear density distribution around a
Figure 12.1. Landscape plot of the energy of the first excited $2^+$ state $E_e(2_1^+)$ in the region $50 \leq Z \leq 82$ and $50 \leq N \leq 82$. The lines connect the $E_e(2_1^+)$ values in isotope chains (taken from Wood 1992).

Figure 12.2. Systematics of the $B(E2; 0_1^+ \rightarrow 2_1^+)$ values for the even–even nuclei with $N \geq 82$, $Z \leq 98$. The $B(E2)$ values are expressed in Weisskopf units (WU) (taken from Wood 1992).
spherical (or deformed) equilibrium shape, i.e.

$$V(\vec{r}_i, \vec{r}_j) = \sum_\lambda u_\lambda(r_i, r_j) \hat{Y}_\lambda(\vec{r}_i) \hat{Y}_\lambda(\vec{r}_j).$$  \hspace{1cm} (12.1)$$

The above expression then leads to the corresponding multipole components in the average field

$$U(\vec{r}_i) = \sum_\lambda u_\lambda(r_i) Y_\lambda(\vec{r}_i).$$  \hspace{1cm} (12.2)$$

when averaging over the particle with the coordinate $\vec{r}_j$ in the nucleon–nucleon interaction itself. It is now such that, in particular, the low multipoles determine the average field properties in a dynamical way, e.g. $\lambda = 0$ results in a spherical field; $\lambda = 2$ determines the quadrupole field. $\lambda = 3$ the octupole deformed field component, etc. As an illustration, we show the way nucleons are moving within the nucleus in performing the $\lambda = 2$ quadrupole variations in the average field, and then also in the corresponding density distributions (figure 12.3).

![Figure 12.3](image)

**Figure 12.3.** Giant quadrupole excitations indicate the collective vibrational excitation of protons against neutrons. The various phases in the oscillation are pictorially indicated. Here, a distortion from the spherical shape to an ellipsoidal shape occurs. The various flow patterns redistributing protons and neutrons out of the spherical equilibrium shape are given by the arrows. (Taken from Bertsch 1983. Reprinted with permission of *Scientific American.*)

### 12.1.1 Isoscalar vibrations

The description of the density variations of a liquid drop has been developed by Bohr and Mottelson, Nilsson and many others in the Copenhagen school. Here, one starts with a nuclear shape, for which the radius vector in the direction $\theta, \varphi$, where $\theta, \varphi$ are the polar
angles of the point on the nuclear surface, is written as

\[ R(\theta, \varphi) = R_0 \left( 1 + \sum_{\lambda, \mu} \alpha_{\lambda, \mu} Y^*_{\lambda, \mu}(\theta, \varphi) \right). \quad (12.3) \]

where \( \lambda \) describes the multipolarity of the shape (see figure 12.4). The dynamics of this object in the small amplitude limit of harmonic oscillations in the \( \alpha_{\lambda, \mu}(r) \) coordinates around a spherical equilibrium shape is described by starting from the linear \((2\lambda + 1)\)-dimensional oscillator Hamiltonian

\[ H_{\text{vibr}} = \sum_{\lambda, \mu} \frac{B_{\lambda}}{2} |\dot{\alpha}_{\lambda, \mu}|^2 + \sum_{\lambda, \mu} \frac{C_{\lambda}}{2} |\alpha_{\lambda, \mu}|^2. \quad (12.4) \]

Defining the momentum \( \pi_{\lambda, \mu} = B_{\lambda} \dot{\alpha}_{\lambda, \mu}^* \) or \(-i\hbar \partial / \partial \dot{\alpha}_{\lambda, \mu} \), one can quantize the Hamiltonian of equation (12.4). It is, therefore, most convenient to define creation and annihilation operators for the oscillator quanta of a given multipolarity via the relations

\[ b_{\lambda, \mu}^+ = \sqrt{\frac{\omega_{\lambda, B_{\lambda}}}{2\hbar}} \left( \alpha_{\lambda, \mu} - \frac{i}{\omega_{\lambda, B_{\lambda}}} (-1)^{\mu} \pi_{\lambda, -\mu} \right) \]

\[ b_{\lambda, \mu} = \sqrt{\frac{\omega_{\lambda, B_{\lambda}}}{2\hbar}} \left( (-1)^{\mu} \alpha_{\lambda, -\mu} + \frac{i}{\omega_{\lambda, B_{\lambda}}} \pi_{\lambda, \mu} \right). \quad (12.5) \]

Figure 12.4. Nuclear shape changes corresponding to quadrupole \((\lambda = 2)\), octupole \((\lambda = 3)\) and hexadecupole \((\lambda = 4)\) deformations (taken from Ring and Schuck 1980).

Using the standard boson commutation relations

\[ [b_{\lambda, \mu}, b_{\lambda', \mu'}^+] = \delta_{\lambda, \lambda'} \delta_{\mu, \mu'}. \quad (12.6) \]

the oscillator Hamiltonian can be rewritten in the compact form

\[ H_{\text{vibr}} = \sum_{\lambda} \hbar \omega_{\lambda} \sum_{\mu} (b_{\lambda, \mu}^+ b_{\lambda, \mu} + \frac{1}{2}). \quad (12.7) \]
In the above, the frequencies are given as \( \omega_\lambda = \sqrt{C_\lambda / B_\lambda} \). The ground state has no phonons \( b_{\lambda \mu}(0) = 0 \) and the many phonon states can be obtained by acting with the \( b_{\lambda \mu}^\dagger \) operators in the ground state. A multiphonon (normalized) state can then be obtained as

\[
\prod_{\lambda \mu} \left( b_{\lambda \mu}^\dagger \right)^{n_{\lambda \mu}} / \sqrt{n_{\lambda \mu}!} |0\rangle.
\] (12.8)

A harmonic multi-phonon spectrum is obtained. Since each phonon carries an angular momentum \( \lambda \), one has to handle angular momentum coupling with care. For quadrupole phonons, the two-phonon states, containing angular momentum \( J = 0, 2, 4 \) are constructed as (figure 12.5)

\[
|n_2 = 2; JM\rangle = \frac{1}{\sqrt{2}} \sum_{\mu_1, \mu_2} (2\mu_1, 2\mu_2 | JM) b_{2\mu_1}^\dagger b_{2\mu_2}^\dagger |0\rangle.
\] (12.9)

Many \( (n_2 = 2, 3, 4, \ldots) \) quadrupole phonon states can be constructed using angular momentum coupling. Other methods exist, however, to classify the many phonon states using group theoretical methods (see section 12.3).
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**Figure 12.5.** Multi-phonon quadrupole spectrum. On the left side, the number of quadrupole phonons \( n_2 \) is given. On the right side, the various possible angular momenta \( (J^+) \) are given.

In the above system, the general method of constructing the many-phonon states can be used for the various multipoles. What is interesting, besides the energy spectra, are the electromagnetic decay properties in such a nucleus described by harmonic density oscillatory motion. The \( \lambda \)-pole transition can be described, using a collective approach, by the operator

\[
\mathcal{M}(E_{\lambda}, \mu) = \frac{Ze}{A} \int d^3r r^i Y_{\lambda \mu}^i (\hat{r}) \rho(\hat{r}).
\] (12.10)

In expanding the density around the equilibrium value \( \rho_0 \) but always using a constant density for \( r \leq R_0 \) and vanishing density outside \( (r > R_0) \), we obtain

\[
\rho(\hat{r}) \cong \rho_0(r) - R_0 \frac{\partial \rho_0}{\partial r} \sum_{\lambda \mu} \alpha_{\lambda \mu} Y_{\lambda \mu}^* (\hat{r}) + \theta(\alpha^2).
\] (12.11)
leading to the operator

\[ \mathcal{M}(E\lambda, \mu) = \frac{3}{4\pi} Ze R_0^2 \left( \frac{\hbar}{2\omega_\lambda B_\lambda} \right)^{1/2} (b_{\lambda\mu}^+ + (-1)^\mu b_{\lambda-\mu}). \]  

(12.12)

So, the \( E\lambda \) radiation follows the selection rule \( \Delta n_\lambda = \pm 1 \) and the \( E\lambda \) moments of all states vanish. The \( B(E\lambda; \lambda \rightarrow 0^+) \) for the \( n_\lambda = 1 \rightarrow n_\lambda = 0 \) transition becomes

\[ B(E\lambda; \lambda \rightarrow 0^+) = \left( \frac{3 R_0^2 Ze}{4\pi} \right)^2 \frac{\hbar}{2\omega_\lambda B_\lambda}. \]  

(12.13)

and one obtains the ratio in \( B(E2) \) values for the quadrupole vibrational nucleus

\[ B(E2; 4_1^+ \rightarrow 2_1^+) = 2 B(E2; 2_1^+ \rightarrow 0_1^+). \]  

(12.14)

Typical values for the \( B(E2; 2_1^+ \rightarrow 0_1^+ \) values are of the order of 10–50 Weisskopf units (wu). A number of these ratios are fully independent of the precise values of the \( C_\lambda, B_\lambda \) coefficients and are from a purely geometric origin.

In figures 12.6 and 12.7 some examples of nuclei, exhibiting many characteristics of quadrupole vibrational spectra, are presented for cadmium nuclei. In the first one, the smooth variation in detailed spectra is given for \( ^{110-114}\text{Cd} \). The thickened levels correspond to a class of states related to excitations across the \( Z = 50 \) closed shell and fall outside of the quadrupole vibrational model space: they are the 'intruder' bands in this \( Z = 50 \) mass region. In figure 12.7, detailed \( B(E2) \) values are given with the thickness being proportional to the relative \( B(E2) \) values.

The parameters \( B_\lambda \) and \( C_\lambda \) can then be derived using the assumption of irrotational flow for the inertial quantity \( B_\lambda \) and considering both the surface energy and Coulomb energy to derive the restoring force parameter \( C_\lambda \). The results of the derivation (see Ring and Schuck 1980), are

\[ B_\lambda = \frac{1}{\lambda} \frac{3 A m R_0^2}{4\pi}, \]  

(12.15)

with \( m \) the nucleon mass and \( R_0 = r_0 A^{1/3} \)

\[ C_\lambda = (\lambda - 1)(\lambda + 2) R_0^2 a_s - \frac{3(\lambda - 1)}{2\pi(2\lambda + 1)} \frac{Z^2 e^2}{R_0}, \]  

(12.16)

where \( a_s \) denotes the surface energy constant with a value of 18.56 MeV. A comparison of the liquid drop \( C_\lambda \) value with the corresponding value, deduced from those cases where both the \( B(E2; 2_1^+ \rightarrow 0_1^+ \) and \( \hbar \omega_2 (\simeq E_x(2_1^+)) \) are determined experimentally (using the harmonic expressions given before), is carried out in figure 12.8 for the whole mass region \( 20 \leq A \leq 240 \). Very strong deviations between the liquid drop \( C_2 \) and 'experimental' \( C_2 \) values occur. The small values in the rare-earth (\( A \simeq 150–180 \)) and actinide region (\( A \simeq 240 \)) indicate large deviations from the vibrational picture. This is the region where energy spectra express more of a rotational characteristic compared with the mass regions near closed shells (\( Z \leq 50, Z \leq 82 \)) where values rather close to \( C_2 \) (liquid drop) occur.
**Figure 12.6.** Relative $B(E2)$ values for the deformed bands in $^{110,112,114}$Cd (thick lines). The other excitations present part of the multi-phonon quadrupole vibrational spectrum (taken from Wood et al 1992).

**Figure 12.7.** The complete low-lying energy spectrum in $^{114}$Cd where the quadrupole vibrational structure is very much apparent. The thickness of the arrows is proportional to the $B(E2)$ values. The absolute $B(E2)$ values are given in Weisskopf units (WU). The data are taken from Nuclear Data Sheets (Blachot and Marguier 1990).
Figure 12.8. Systematics of the restoring force parameter $C_2$ for the low-frequency quadrupole mode. This quantity is calculated using the expression $C_2 = \frac{2}{3} \hbar\omega_2 \left( \frac{3}{17} Z e R^3 \right)^2 / B(E2; 0^+_1 \rightarrow 2^+_1)$ and $R = 1.2 A^{1/3}$ fm. The frequencies $\hbar\omega_2$ and the $B(E2)$ values are taken from the compilation of Stelson and Grodzins (1965). This result is only appropriate in as much as a harmonic approximation holds. The liquid-drop value of $C_2$ is also given. (Taken from Bohr and Mottelson, Nuclear Structure, vol. 2, © 1982 Addison-Wesley Publishing Company. Reprinted by permission.)

12.1.2 Sum rules in the vibrational model

In general, many $2^+$ states appear in the even-even nuclei so it can become difficult to decide which state corresponds to the phonon excitation or to understand how much the phonon state is fragmented. Model independent estimates are obtained using sum-rule methods.
Summing in an energy-weighted way, one can evaluate the expression

\[ S(E\lambda) = \sum f (E_f - E_0) B(E\lambda; 0 \rightarrow \lambda_f). \]  

(12.17)

where we sum over all possible \( \lambda \) states \((f = 1, 2, \ldots)\). A possibility exists to evaluate this sum rule without having to know all the intermediate state \( \lambda_f \) in using an equality of the right-hand side in equation (12.17) with a double commutator expression

\[ S(E\lambda) = \frac{1}{2} \sum_\mu \langle 0| [[\mathcal{M}(E\lambda, \mu), H], \mathcal{M}^*(E\lambda, \mu)]|0 \rangle. \]  

(12.18)

For a Hamiltonian containing only kinetic energy and velocity independent two-body interactions, the result becomes

\[ \mathcal{M}(E\lambda, \mu) = e \sum \hat{r}_p \hat{r}_\mu Y_{\lambda\mu}(\hat{r}_p). \]  

(12.19)

giving

\[ [[\mathcal{M}(E\lambda, \mu), H], \mathcal{M}^*(E\lambda, \mu)] = \frac{\hbar^2}{m} e^2 \sum \hat{v} (r^\mu Y_{\lambda\mu}(\hat{r})) \cdot \hat{v} (r^\mu Y^*_{\lambda\mu}(\hat{r})). \]  

(12.20)

leading to the sum-rule value

\[ S(E\lambda) = \frac{Ze^2 \hbar^2}{2m} \sum_\mu \langle 0| \hat{v} (r^\mu Y_{\lambda\mu}(\hat{r})) \cdot \hat{v} (r^\mu Y^*_{\lambda\mu}(\hat{r}))|0 \rangle \]

\[ = \frac{Ze^2 \hbar^2}{2m} \frac{\lambda(2\lambda + 1)^2}{4\pi} \langle r^{2\lambda-2} \rangle. \]  

(12.21)

Evaluating the above expression for a constant density nucleus one obtains

\[ S(E\lambda)_{f=0} = \frac{3}{4\pi} \frac{\lambda(2\lambda + 1)^2}{2mA} \frac{Ze^2 \hbar^2}{2m} R_0^{2\lambda-2}. \]  

(12.22)

if isospin is included, because in the intermediate sum the \( \Delta T = 0 \) transitions contribute \( Z/A \) of this sum and the \( \Delta T = 1 \) transitions contribute \( N/A \). Typically, a low-lying collective state exhausts only about 10% of this \( T = 0 \) sum rule.

In the purely harmonic oscillator model, using the irrotational value of \( B_\lambda \) and the harmonic \( B(E\lambda; 0 \rightarrow \lambda) \) value, it shows that the product \( \hbar\omega_0 B(E\lambda; 0 \rightarrow \lambda) \) exactly exhausts the sum rule for \( T = 0 \) transitions, as derived in equation (12.22).

So, as one observes, the evaluation of \( S(E\lambda) \) is a very good measure of how much of the 'collective oscillator phonon mode \( \lambda \)' is found in the nucleus. It also gives a good idea on the percentage of this strength which is fragmented in the atomic nucleus.
12.1.3 Giant resonances

As discussed in section 12.1.2, it is shown that the main contribution to the energy-weighted sum rule is situated in the higher-lying states. The strength is mainly peaked in the unbound nuclear region and shows up in the form of a wide resonance. The electric dipole ($E1$) isovector mode, corresponding to neutrons oscillating against protons, can be excited particularly strongly via photon absorption. A typical example for the odd-mass nucleus $^{197}$Au is illustrated in figure 12.9. Here, the thresholds for the various ($\gamma$, n), ($\gamma$, 2n) and ($\gamma$, 3n) reactions are indicated. The very wide, 'giant' resonance stands out very strongly. One can note the peaking near to $E_r \approx 14$ MeV. The width is mainly built from a decay width ($\Gamma_{\text{decay}}$) caused by particle emission and a spreading width ($\Gamma_{\text{spread}}$) caused by coupling of the resonance to non-coherent modes of motion which results in a damping of the collective motion. In the light nuclei, an important fine structure in the giant resonance region is observed indicating the underlying microscopic structure of the giant dipole resonance which, in a nucleus like $^{16}$O, is built from a coherent superposition of $1p-1h$ excitations, coupled to $J^T = 1^-$, where one sums over proton and neutron $1p-1h$ excitations in an equivalent way.

![Figure 12.9.](image)

The total photoabsorption cross section for $^{197}$Au, illustrating the absorption of photons on a giant resonating electric dipole state. The solid curve shows a Breit-Wigner shape. (Taken from Bohr and Mottelson, Nuclear Structure, vol. 2, © 1982 Addison-Wesley Publishing Company. Reprinted by permission.)

The resonance energy varies smoothly with mass number $A$ according to a law that can be well approximated by $E_{\text{res}}(1^-) \propto 79A^{-1/4}$ MeV for heavy nuclei (figure 12.10). The resonance exhausts the energy-weighted $E1$, $S(E1, T = 1)$ sum rule almost to 100% with a steady decrease towards the light nuclei with only a 50% strength.

In a macroscopic approach, this electric dipole resonance can be understood as an oscillation of a proton fluid versus the neutron fluid around the equilibrium density $\rho_p = \rho_n = \rho_0/2$. Using hydrodynamical methods, a wave equation expresses the density
Figure 12.10. Systematics of the dipole resonance frequency. The experimental data are taken from the review article by Hayward (1965) except for $^3\text{He}$. In the case of deformed nuclei, where two resonance maxima appear, a weighted mean of the two resonance energies is given. The solid curve results from the liquid-drop model. (Taken from Bohr and Mottelson, Nuclear Structure, vol. 2. © 1982 Addison-Wesley Publishing Company. Reprinted by permission.)

Variations in time and space as

$$\Delta \delta \rho_p - \frac{1}{c^2} \frac{\partial^2 \delta \rho_p}{\partial t^2} = 0, \quad (\delta \rho_p \equiv \rho_p - \rho_0/2) \quad (12.23)$$

can be derived (Eisenberg and Greiner 1970) with the velocity $c'$ determined by the symmetry energy and the equilibrium density and results in a value of $c' \simeq 73 \text{ fm/}10^{-21} \text{ s}$. For oscillations in a spherical nucleus, the equation (12.23) becomes, with $k = \omega/c'$,

$$\Delta \delta \rho_p + k^2 \delta \rho_p = 0, \quad (12.24)$$

and leads to solutions for $\lambda = 1$ given by

$$\delta \rho_p \propto j_1(kr) Y_{1\mu}(\hat{r}). \quad (12.25)$$

The value of $k$ and thus of the corresponding energy eigenvalue results from the constraint that no net current is outgoing at the nuclear surface. This is expressed mathematically by

$$\frac{d}{dr} j_1(kR) = 0, \quad \text{or} \quad kR = 2.08. \quad (12.26)$$

Using the above values for the lowest root, the previous value of $c'$ and, $R = r_0A^{1/3}$ (with $r_0 = 1.2 \text{ fm}$), one obtains the value of $E_{\text{res}}(1^-) \simeq 82A^{-1/3} \text{ MeV}$, very close to the experimental number.
Using the results from section 12.1.2 in determining the sum rule \( S(E1, T = 1) \) one derives easily the value of

\[
S(E1; T = 1) = \frac{9}{4\pi} \frac{\hbar^2 e^2}{2m} \frac{N Z}{A}.
\]  

(12.27)

indeed, exhausting the full \( T = 1 \) sum rule, according to a purely collective model description. The compatibility of this approach with the single-particle picture has been elucidated by Brink (1957) who showed that the \( E1 \) dipole operator, separating out the unphysical centre-of-mass motion results in an operator

\[
\mathcal{M}(E1) = e \frac{N Z}{A} \tilde{r}.
\]

(12.28)

with \( \tilde{r} \) the relative coordinate of the proton and neutron centres of mass. So clearly, the \( E1 \) operator acts with a resulting oscillation in this relative coordinate with strength \( eNZ/A \).

Many more giant resonances corresponding to the various other multipoles have been discovered subsequently. The electric quadrupole and octupole resonances have been well studied in the past. Of particular interest is the giant monopole (a compression) mode for which the energy of the \( E0 \) centroid gives a possibility of studying the nuclear compressibility parameter; a value which is very important in describing nuclear matter at high density in order to map out the nuclear equation of state. An extensive review on giant resonances has been given by Speth and Van der Woude (1981) and Goeke and Speth (1982).

Various giant resonances have been studied, where besides variations in the nuclear proton and neutron densities, the spin orientation is also changed in a cooperative way. The Gamow–Teller resonance is the best studied in that respect; a mode strongly excited in (p,n) nuclear reactions. The knowledge of these spin-flip resonances, in retrospect, gives information on the particular spin (isospin) components in the nucleon–nucleon interaction, depicted via the \( \tilde{\sigma}_1 \cdot \tilde{\sigma}_2 \tau_1 \cdot \tau_2 \) component.

In the study of giant resonance excitations, the recent observation of double giant resonances was a breakthrough in the study of nuclear phenomena at high excitation energy. The observation could only be carried out in an unambiguous way using pion double-charge exchange at Los Alamos. This clear-cut evidence is presented in Box 12a.

### 12.2 Rotational motion of deformed shapes

#### 12.2.1 The Bohr Hamiltonian

In contrast to the discussion of section 12.1; other small amplitude harmonic vibrations can occur around a non-spherical equilibrium shape. So, the potential \( U(\alpha_{2\mu}) \) (see equation (12.4)) in the collective Hamiltonian can eventually show a minimum at a non-zero set of values \( (\alpha_{2\mu})_0 \). In this case, a stable deformed shape can result and thus, collective rotations described by the collective variables \( \alpha_{2\mu} \) in the laboratory frame. For axially symmetric objects, rotation around an axis, perpendicular to the symmetry axis (see figure 12.11) can indeed occur. Such modes of motion are called collective rotations. We shall also concentrate on the quadrupole degree of freedom since it is this
particular multipolarity ($\lambda = 2$) which plays a major role in describing low-lying, nuclear collective excitations.

![Figure 12.11. Rotational motion of a deformed nucleus (characterized by the rotational vector $\vec{\omega}$).](image)

The internal degrees of freedom are described by $\beta$ and $\gamma$ (see equation (12.30)) and the external, rotational degrees of freedom are denoted by the Euler angles $\Omega$ (taken from Iachello 1985).

Starting from a stable, deformed nucleus and a set of intrinsic axes, connected to the rotating motion of the nucleus as depicted in the lab frame, one can, in general, relate the transformed collective variables $\alpha_{\lambda \mu}$ to the laboratory $\alpha_{\lambda \mu}$ values. The transformation is described, according to (appendix B):

$$Y_{\lambda \mu} \text{(rotated)} = \sum_{\mu'} D_{\mu' \mu}^{\lambda} (\Omega) Y_{\lambda \mu} \text{(lab)}$$

$$a_{\lambda \mu} = \sum_{\mu'} D_{\mu' \mu}^{\lambda} (\Omega) a_{\lambda \mu}.$$  

(12.29)

Thereby, the nuclear radius $R(\theta, \varphi)$ remains invariant under a rotation of the coordinate system.

For axially symmetric deformations with the $z$-axis as symmetry axis, all $\alpha_{\lambda \mu}$ vanish except for $\mu = 0$. These variables $\alpha_{20}$ are usually called $\beta_{\lambda}$. For a quadrupole deformation, we have five variables $\alpha_{2 \mu}$ ($\mu = -2, \ldots, +2$). Three of them determine the orientation of the liquid drop in the lab frame (corresponding to the Euler angles $\Omega$). Using the transformation from the lab into the rotated, body-fixed axis system, the five $\alpha_{2 \mu}$ reduce to two real independent variables $a_{20}$ and $a_{22} = a_{2 -2}$ (with $a_{21} = a_{2 -1} = 0$). One can define the more standard parameters

$$a_{20} = \beta \cos \gamma$$

$$a_{22} = \frac{1}{\sqrt{2}} \beta \sin \gamma.$$  

(12.30)

Using the $Y_{20}$ and $Y_{2 \pm 2}$ spherical harmonics in the intrinsic system, we can rewrite $R(\theta, \varphi)$ as

$$R(\theta, \varphi) = R_0 \left\{1 + \beta \sqrt{\frac{5}{16\pi}} (\cos \gamma (3 \cos^2 \theta - 1) + \sqrt{3} \sin \gamma \sin^2 \theta \cos 2\varphi)\right\}.$$  

(12.31)

In figure 12.12, we present these nuclear shapes for $\lambda = 2$ using the polar angles.
(a) γ values of 0°, 120° and 240° yield prolate spheroids with the 3, 1 and 2 axes as symmetry axes;
(b) γ = 180°, 300° and 60° give oblate shapes;
(c) with γ not a multiple of 60°, triaxial shapes result;
(d) the interval 0° ≤ γ ≤ 60° is sufficient to describe all possible quadrupole deformed shapes;
(e) the increments along the three semi-axes in the body-fixed systems are evaluated as

\[ \delta R_1 = R \left( \frac{\pi}{2}, 0 \right) - R_0 = R_0 \sqrt{\frac{5}{4\pi}} \beta \cos \left( \gamma - \frac{2\pi}{3} \right) \]
\[ \delta R_2 = R \left( \frac{\pi}{2}, \frac{\pi}{2} \right) - R_0 = R_0 \sqrt{\frac{5}{4\pi}} \beta \cos \left( \gamma + \frac{2\pi}{3} \right) \]
\[ \delta R_3 = R(0, 0) - R_0 = R_0 \sqrt{\frac{5}{4\pi}} \beta \cos \gamma. \]

or, when taken together,

\[ \delta R_k = R_0 \sqrt{\frac{5}{4\pi}} \beta \cos \left( \gamma - \frac{2\pi}{3} k \right) \quad k = 1, 2, 3. \]

![Figure 12.12](image)

Figure 12.12. Various nuclear shapes in the (β, γ) plane. The projections on the three axes are proportional to the various increments \( \delta R_1, \delta R_2 \) and \( \delta R_3 \) (see equations (12.32)) (taken from Ring and Schuck 1980).

- In deriving the Hamiltonian describing the collective modes of motion, we start again from the collective Hamiltonian of equation (12.4) but with the potential energy changed into an expression of the type

\[ U(\beta, \gamma) = \frac{1}{2} C_{20}(a_{20}(\beta, \gamma) - a_{20}^2) + C_{22}(a_{22}(\beta, \gamma) - a_{22}^2)^2. \]

(12.34)

corresponding to a quadratic small amplitude oscillation but now around the equilibrium point \( (a_{20}^*, a_{22}^*, a_{2-2}^*) \). At the same time, collective rotations can occur. Even more general expressions of \( U(\beta, \gamma) \) can be used and, as will be pointed out in Chapter 13, microscopic shell-model calculations of \( U(\beta, \gamma) \) can even be carried out. Some typical \( U(\beta, \gamma) \) plots
are depicted in figure 12.13 corresponding to: (i) a vibrator $\beta^2$ variation; (ii) a prolate equilibrium shape; (iii) a $\gamma$-soft vibrator nucleus and (iv) a triaxial rotor system. The more realistic example for $^{124}$Te$_{68}$, as derived from the dynamical deformation theory (DDT), is also given in figure 12.14(a). Here, the full complexity of possible $U(\beta, \gamma)$ surfaces becomes clear: in $^{124}$Te a $\gamma$-soft ridge becomes clear giving rise, after quantization, to the energy spectrum as given in figure 12.14(b). A fuller discussion on how to obtain the energy spectra after quantizing the Bohr Hamiltonian will be presented.

![Diagram](image)

**Figure 12.13.** Different potential energy shapes $U(\beta, \gamma)$ in the $\beta$, ($\gamma = 0^\circ \rightarrow \gamma = 60^\circ$) sector corresponding to a spherical vibrator, a prolate rotor, a $\gamma$-soft vibrator and a triaxial rotor respectively (taken from Heyde 1989).

- The next step, the most difficult one, is the transformation of the kinetic energy term in equation (12.4). The derivation is lengthy and given in detail by Eisenberg and Greiner (1987). The resulting Bohr Hamiltonian becomes

$$H = T(\beta, \gamma) + U(\beta, \gamma), \quad (12.35)$$

with $U(\beta, \gamma)$ as given in equation (12.34) and

$$T = T_{\text{rot}} + \frac{1}{2} B_2 (\dot{\beta}^2 + \beta^2 \dot{\gamma}^2), \quad (12.36)$$
where
\[ T_{\text{rot}} = \frac{1}{2} \sum_{k=1}^{3} J_k \omega_k^2. \]  \hspace{1cm} (12.37)

Here, \( \omega_k \) describes the angular velocity around the body-fixed axis \( k \) and \( J_k \) are functions of \( \beta, \gamma \) given as
\[ J_k = 4B_2 \beta^2 \sin^2 \left( \gamma - \frac{2\pi}{3} k \right) \hspace{1cm} k = 1, 2, 3. \] \hspace{1cm} (12.38)

For fixed values of \( \beta \) and \( \gamma \), \( T_{\text{rot}} \) is the collective rotational kinetic energy with moments of inertia \( J_k \). With \( \beta, \gamma \) changing, the collective rotational and \( \beta, \gamma \) vibrational energy become coupled in a complicated way. Using the irrotational value for \( B_2 \) (section 12.1), these irrotational moments of inertia become
\[ J_k^{\text{irrot}} = \frac{3}{2\pi} mAR_0^2 \beta^2 \sin^2 \left( \gamma - \frac{2\pi}{3} k \right) \hspace{1cm} k = 1, 2, 3, \] \hspace{1cm} (12.39)

whereas for rigid body inertial moments, one derives
\[ J_k^{\text{rigid}} = \frac{2}{5} mAR_0^2 \left( 1 - \sqrt{\frac{5}{4\pi}} \beta \cos \left( \gamma - \frac{2\pi}{3} k \right) \right) \hspace{1cm} k = 1, 2, 3. \] \hspace{1cm} (12.40)

We can remark that: (i) \( J_k^{\text{irrot}} \) vanishes around the symmetry axes; (ii) \( J_k^{\text{irrot}} \) shows a stronger \( \beta \)-dependence (\( \sim \beta^2 \)) compared to a \( \beta \)-dependence only in \( J_k^{\text{rigid}} \); (iii) the experimental moments of inertia \( J^{\text{exp}} \) can, in a first step be derived from the \( 2^+ \) excitation energy assuming a pure rotational \( J(J+1) \) spin dependence. A relation with the deformation variable \( \beta \) can be obtained with the result
\[ J^{\text{exp}} \approx \frac{\hbar^2 \beta^2 A^{7/3}}{400} \text{(MeV}^{-1}). \] \hspace{1cm} (12.41)
A systematic compilation of $J^{\text{exp}}$ for nuclei in the mass region $150 \leq A \leq 190$ are presented in figure 12.15 where, besides the data for various types of nuclei, the rigid rotor values are also drawn. In general, one obtains the ordering with

$$J^{\text{rot}} < J^{\text{exp}} < J^{\text{rigid}}.$$  \hspace{1cm} (12.42)

![Figure 12.15. Systematics of moments of inertia for nuclei in the mass region $150 \leq A \leq 190$. These moments of inertia are derived from the empirical levels given in the Tables of Isotopes (Lederer et al. 1967). (Taken from Bohr and Mottelson, Nuclear Structure, vol. 2. © 1982 Addison-Wesley Publishing Company. Reprinted by permission.)](image)

An extensive analysis of moments of inertia, in the framework of the variable moment of inertia (VMI) model (Scharff-Goldhaber et al. 1976, Davidson 1965, Mariscotti et al. 1969) gives the reference $J_0$. This value gives a very pictorial, overall picture of the softness of the nuclear collective rotational motion (figure 12.16).

- The next step now is the quantization of the classical Hamiltonian as given in equation (12.35). There exists no unique prescription in order to quantize the motion relating to the $\beta$ and $\gamma$ variables. Commonly, one adopts the Pauli prescription, giving rise to the Bohr Hamiltonian

$$\hat{H}_{\text{coll}} = -\frac{\hbar^2}{2B_2} \left[ \beta^{-4} \frac{\partial}{\partial \beta} \left( \beta^4 \frac{\partial}{\partial \beta} \right) + \frac{1}{\beta^2 \sin 3\gamma} \frac{\partial}{\partial \gamma} \left( \sin 3\gamma \frac{\partial}{\partial \gamma} \right) \right] + \hat{T}_{\text{rot}} + U(\beta, \gamma).$$  \hspace{1cm} (12.43)

with

$$\hat{T}_{\text{rot}} = \frac{\hat{j}_1^2}{2J_1} + \frac{\hat{j}_2^2}{2J_2} + \frac{\hat{j}_3^2}{2J_3}.$$  \hspace{1cm} (12.44)

Here, the operators $\hat{j}_k$ describe the total angular momentum projections onto the body-fixed axes. The orientation and the projection quantum numbers are indicated in figure 12.17.
A general expression for the collective wavefunction is derived as

$$|\psi_M^J\rangle = \sum_K g_K(\beta, \gamma)|JMK\rangle.$$  (12.45)

with

$$|JMK\rangle = \sqrt{\frac{2J+1}{8\pi^2}} D_{MK}^J(\Omega).$$  (12.46)

A number of symmetry operations are related to the axially symmetric rotor and these symmetries put constraints on the collective wavefunctions. We do not, at present, go
into a detailed discussion as given by Eisenberg and Greiner (1987). At present, we only discuss the salient features related to the most simple modes of motion and also related to the collective Bohr Hamiltonian of an axially symmetric case, equation (12.43).

Singling out a deep minimum in $U(\beta, \gamma)$ at the deformation $\beta = \beta_0$ and $\gamma = 0$, we expect rotations on which small amplitude vibrations become superimposed. In this situation, one obtains, to a good approximation, the Hamiltonian of an axial rotor with moments of inertia $\mathcal{J}_0 = \mathcal{J}_1(\beta_0, 0) = \mathcal{J}_2(\beta_0, 0)$ which is written as

$$\hat{T}_{\text{rot}} = \frac{\hat{I}_x^2 - \hat{I}_y^2}{2\mathcal{J}_0}. \quad (12.47)$$

We here distinguish

(i) $K = 0$ bands ($J_3 = 0$). The wavefunction, since rotational axial vibrational motions decouple, now becomes

$$|\psi_{M, K=0}^J\rangle = g_0(\beta, \gamma)|J, M, K = 0\rangle. \quad (12.48)$$

A spin sequence $J = 0, 2, 4, 6, \ldots$ appears and describes the collective, rotational motion. For the vibrational motion, one can approximately also decouple the $a_{20}$ ($\beta$-vibrations) from the $a_{22}$ ($\gamma$-vibrations) oscillations. Superimposed on each vibrational $(n_\beta, n_\gamma)$ state, a rotational band is constructed, according to the energy eigenvalue

$$E_{n_\beta, n_\gamma}(J) = \hbar\omega_\beta(n_\beta + \frac{1}{2}) + \hbar\omega_\gamma(2n_\gamma + 1) + \frac{\hbar^2}{2\mathcal{J}_0}J(J + 1). \quad (12.49)$$

with $n_\beta = 0, 1, 2, \ldots$; $n_\gamma = 0, 1, 2, \ldots$ and with $\omega_\beta$ and $\omega_\gamma$ the $\beta$ and $\gamma$ vibrational frequencies. These bands, in particular for $n_\beta = 1$, $n_\gamma = 0$; $n_\beta = 0$, $n_\gamma = 1$ have been observed in many nuclei. A schematic picture of various combined vibrational modes is given in figure 12.18. The most dramatic example of a rotational band structure, expressing the $J(J + 1)$ regular motion, as well as the interconnecting $E2$ gamma transition, is depicted in the $^{242, 244}$Pu nuclei (figure 12.19).

(ii) $K \neq 0$ bands

Here, symmetrized, rotational wavefunctions are needed to give good parity, with the form

$$|\psi_{M, K}^J\rangle = g_K(\beta, \gamma) \frac{1}{\sqrt{2}}[|JM K\rangle + (-1)^J|JM - K\rangle]. \quad (12.50)$$

and with even $K$ values. For such $K \neq 0$ bands, the spin sequence results with $J = |K|$, $|K| + 1$, $|K| + 2, \ldots$. Here now, the $\gamma$-vibration couples to the rotational motion, with the resulting energy spectrum

$$E_{K, n_\beta, n_\gamma}(J) = \hbar\omega_\beta(n_\beta + \frac{1}{2}) + \hbar\omega_\gamma \left(2n_\gamma + 1 + \frac{|K|}{2}\right) + \frac{\hbar^2}{2\mathcal{J}_0}[J(J + 1) - K^2]. \quad (12.51)$$

12.2.2 Realistic situations

The above discussion of a standard Bohr Hamiltonian, encompassing regular, collective rotational bands following a $J(J + 1)$ spin law with, at the same time vibrational $\beta$ and
12.2 ROTATIONAL MOTION OF DEFORMED SHAPES

\[ \nu = 0, \beta \text{-vibration} \quad bR \propto (3 \cos^2 \beta - 1) \cos \omega t \]
\[ \nu = 1, \text{rotation} \quad bR \propto \sin \beta \cos \phi \cos (\phi + \omega t) \]
\[ \nu = 2, \gamma \text{-vibration} \quad bR \propto \sin^2 \beta \cos (2\phi + \omega t) \]

Figure 12.18. Various quadrupole shape oscillations in a spheroidal nucleus. The upper part shows projections of the nuclear shape in directions perpendicular and parallel to the symmetry axis. The lower part shows the spectra associated with excitations of one or two quanta, including the specific values of the various oscillation energies \( \hbar \omega_\beta, \hbar \omega_\gamma \). The value of \( N_\gamma \) used in the figure that classifies the gamma vibration is defined as \( N_\gamma = 2n_\gamma + |K|/2 \). The rotational energy is assumed to be given by \( J(J + 1) - K^2 \) and harmonic oscillatory spectra are considered. (Taken from Bohr and Mottelson, *Nuclear Structure*, vol. 2. © 1982 Addison-Wesley Publishing Company. Reprinted by permission.)

\( \gamma \) bands, is an idealized situation. In many nuclei, transitional spectra lying between the purely harmonic quadrupole vibrational system and the rotational limit can result. A good indicator to 'locate' collective spectra in the energy ratio \( E_{4^+} / E_{2^+} \), which is 2 for pure, harmonic vibrators and 3.33 for a pure, rigid rotor spectrum. Near closed shells (see Chapter 11), values for \( E_{4^+} / E_{2^+} \), quite close to 1 can show up, indicating the presence of closed shells and the extreme rigidity, relating to \( (j)^2J \) shell-model configurations. In figure 12.20, we present this ratio for most even-even nuclei, giving a very clear view of the actual 'placement' of nuclei. Only a few nuclei (in the deformed regions) approach the rigid rotor \( J(J + 1) \) limit. The transition from the vibrational model, on one side, and the rotational (with \( \beta, \gamma \) vibrations included), on the other side, is schematically illustrated in figure 12.21.

In addition, detailed studies of triaxial even-even nuclei have been carried out (Meyer-ter-Vehn 1975), with a classification of the 'measure' of triaxiality: here, the rotational spectra are modified because of the asymmetric character. Here too, \( K \) is no
Figure 12.19. (a) Band structure observed in $^{242,244}$Pu. The $E2$ transitions connecting the members of the band are shown by arrows. The gamma lines corresponding to these transitions are marked, e.g., $6^+ \rightarrow 4^+$ (at $\sim 160$ keV) in part (b). The discontinuity in transition energy at high spin is discussed in Chapter 13. (b) Coulomb excitation with 5.6–5.8 MeV/u $^{208}$Pu. Doppler shift-corrected gamma spectra for $^{242}$Pu and $^{244}$Pu are shown (Spreng et al. 1983) (taken from Wood 1992).

Another topic is the influence of the odd-particle, coupling in various ways (strong, weak, intermediate) to the nuclear collective motion. We do not discuss these extensions of the nuclear collective motion and refer to the very well documented second volume of Bohr and Mottelson (1975).

12.2.3 Electromagnetic quadrupole properties

Besides the regular spacing in the collective, rotational band structure, other observables indicate the presence of coherence in the nuclear motion such as quadrupole moments and electric quadrupole enhanced $E2$ transition probabilities. The specific behaviour of quadrupole moments has already been discussed in Chapter 1 (sections 1.6, 1.7 and Box 1d).

In the ground-state band for a fixed $\beta$ value and $\gamma = 0$, the value of the intrinsic quadrupole moment is obtained, starting from the collective $\hat{Q}_{\lambda\mu}$ operator which, in lowest order, is

$$\hat{Q}_{\lambda\mu} = \frac{3e}{4\pi} Z R_0^2 \alpha_{\lambda\mu}. \quad (12.52)$$

and transformed into the intrinsic body-fixed system results in the quadrupole moment is

$$Q_0 = \sqrt{\frac{16\pi}{5}} \frac{3}{4\pi} Ze R_0^2 \beta. \quad (12.53)$$
Figure 12.20. Experimental values of the $R \equiv E_{2+}/E_{2-}$ ratio in even-even nuclei. The top horizontal line corresponds to the ideal rotor ratio (3.33). The interval $2.67 \leq R \leq 3.33$ corresponds to the prediction of the asymmetric rotor. Ratios in the interval $2.23 \leq R \leq 3.33$ fit most nuclei in the transitional region (at the point $R = 2.23$ the moment of inertia $J_0$ vanishes). The nuclei with an even smaller ratio of $R$ correspond to nuclei having just a few nucleons (two) outside a closed shell configuration. (Taken from Scharff-Goldhaber Reproduced with permission from the Annual Review of Nuclear Science 26 © 1976 by Annual Reviews Inc.)

For the $E2$ transition rates, the basic strength does not change and is related to the intrinsic ground-state band structure, expressed via $Q_0$ (and $\beta$). The general spin dependence is expressed via the Clebsch–Gordan coefficient taking the angular momentum coupling and selection rules into account, as

$$B(E2; J_i \rightarrow J_f) = \frac{5}{16\pi} Q_0^2 (J, K, 20 | J, K)^2.$$  \hspace{1cm} (12.54)

For the $K = 0$ band, and using the explicit form of the Clebsch–Gordan coefficient, one obtains

$$B(E2; J_i + 2 \rightarrow J_i) = \frac{5}{16\pi} Q_0^2 \frac{3}{2} \frac{(J_i + 1)(J_i + 2)}{(2J_i + 3)(2J_i + 5)}.$$  \hspace{1cm} (12.55)

The spectroscopic quadrupole moment becomes

$$Q = Q_0 \frac{3K^2 - J(J + 1)}{(2J + 3)(J + 1)}.$$  \hspace{1cm} (12.56)
So, in general, the band-head with $J = K$ has a non-vanishing spectroscopic quadrupole moment, except for the $K = 0$ ($J = 0$) band. In the latter case, we can only get information on $Q_0$ by studying excited states. A way to determine $Q_0$ is by studying the $B(E2)$ values in the ground-state band. It can thereby be tested in a way, which can extend up to high-spin states in the collective ground-state band and shows that the $Q_0$ value and thus deformation $\beta$ remains a constant, even in those cases where the energy spacings deviate from the $J(J + 1)$ law. The collectivity is easily observed by plotting the $B(E2)$ value of ground-state bands for various mass regions, in single-particle $B(E2)$ units. Values up to $\approx 200$ (in the region near $A \approx 160-180$) and even extending up to $\approx 350$ (in the region at $A \approx 250$) indicate that enhanced and coherent modes of motion, have been observed (figure 12.22).

12.3 Algebraic description of nuclear, collective motion

12.3.1 Symmetry concepts in nuclear physics

Besides the use of collective shape variables from the early studies in nuclear collective motion (the Bohr–Mottelson model), there exist also possibilities to describe the well-ordered coherent motion of nucleons, by the concept of symmetries related to algebraic descriptions of the nuclear many-body system.

The simplest illustration, which contrasts the standard coordinate quantum mechanical representation with algebraic descriptions, can be obtained in the study of the harmonic oscillator. One way is to start from the one-dimensional problem, described by
Figure 12.22. The $B(E2; 0^+_1 \rightarrow 2^+_1)$ values in even-even nuclei, expressed in single-particle units, taken as $B(E2)_{sp} = 0.30A^{4/3}e^2$ fm$^4$ ($R = 1.2A^{1/3}$ fm). The larger part of $B(E2)$ values are from the compilation of Stelson and Grodzins (1965). (Taken from Bohr and Mottelson, Nuclear Structure, vol. 2, © 1982 Addison-Wesley Publishing Company. Reprinted by permission.)

The equation

$$-\frac{\hbar^2}{2m} \frac{d^2 \varphi(x)}{dx^2} - \frac{1}{2} m\omega^2 x^2 \varphi(x) = E \varphi(x),$$

with, as solutions, the well-known Hermite functions. Alternatively, one can define an algebraic structure, defining creation and annihilation operators

$$\hat{b}^+ \equiv \frac{1}{\sqrt{2}} \left( \lambda x - \frac{1}{\lambda} \frac{d}{dx} \right),$$

$$\hat{b} \equiv \frac{1}{\sqrt{2}} \left( \lambda x + \frac{1}{\lambda} \frac{d}{dx} \right),$$

(12.58)
with $\lambda = \sqrt{(m\omega/\hbar)}$, such that the Hamiltonian reads

$$\hat{H} = \hbar \omega (\hat{b}^+ \hat{b} + \frac{1}{2}).$$

(12.59)

This forms a one-dimensional group structure $U(1)$ for which the algebraic properties of many boson excitations can be studied, according to the $n$-boson states

$$|n\rangle = \frac{1}{\sqrt{n!}} (\hat{b}^+)^n |0\rangle,$$

(12.60)

that are solutions to the eigenvalue equation

$$\hat{H} |n\rangle = E_n |n\rangle = \hbar \omega (n + \frac{1}{2}) |n\rangle.$$

(12.61)

It is the extension of the above method to more complex group structures that has led to deep insights in describing many facets of the atomic nucleus. We first discuss briefly a few of the major accomplishments (see figure 12.23).

**Figure 12.23.** Pictorial representation of some of the most important nuclear symmetries developed over the years (taken from Heyde 1989).

1932: The concept of isospin symmetry, describing the charge independence of the nuclear forces by means of the isospin concept with the $SU(2)$ group as the underlying mathematical group (Heisenberg 1932). This is the simplest of all
dynamical symmetries and expresses the invariance of the Hamiltonian against the exchange of all proton and neutron coordinates.

1936: Spin and isospin were combined by Wigner into the \( SU(4) \) supermultiplet scheme with \( SU(4) \) as the group structure (Wigner 1937). This concept has been extensively used in the description of light \( \alpha \)-like nuclei \( (A = 4 \times n) \).

1948: The spherical symmetry of the nuclear mean field and the realization of its major importance for describing the nucleon motion in the nucleus were put forward by Mayer (Mayer 1949), Haxel, Jensen and Suess (Haxel et al. 1949).

1958: Elliott remarked that in some cases, the average nuclear potential could be depicted by a deformed, harmonic oscillator containing the \( SU(3) \) dynamical symmetry (Elliott 1958, Elliott and Harvey 1963). This work opened the first possible connection between the macroscopic collective motion and its microscopic description.

1942: The nucleon residual interaction amongst identical nucleons is particularly strong in \( J^\pi = 0^+ \) and \( 2^+ \) coupled pair states. This 'pairing' property is a cornerstone in accounting for the nuclear structure of many spherical nuclei near closed shells in particular. Pairing is at the origin of seniority, which is related with the quasi-spin classification and group as used first by Racah in describing the properties of many-electron configurations in atomic physics (Racah 1943).

1952: The nuclear deformed field is a typical example of the concept of spontaneous symmetry breaking. The restoration of the rotational symmetry, present in the Hamiltonian, leads to the formation of nuclear rotational spectra. These properties were discussed earlier in a more phenomenological way by Bohr and Mottelson (Bohr 1951, 1952; Bohr and Mottelson 1953).

1974: The introduction of dynamical symmetries in order to describe the nuclear collective motion, starting from a many-boson system, with only \( s \) \((L = 0)\) and \( d \) \((L = 2)\) bosons was introduced by Arima and Iachello (Arima and Iachello 1975, 1976, 1978, 1979). The relation to the nuclear shell model and its underlying shell-structure has been studied extensively (Otsuka et al. 1978b). These boson models have given rise to a new momentum in nuclear physics research.

In the next paragraphs, we discuss some of the basic ingredients behind the interacting boson model description of nuclear, collective (mainly quadrupole) motion. This interacting boson model (IBM) relies heavily on group theory; in particular the \( U(6) \) group structure of interacting \( s \) and \( d \) bosons.

### 12.3.2 Symmetries of the IBM

In many problems in physics, exact solutions can be obtained if the Hamiltonian has certain symmetries. Rotational invariance leads in general to the possibility of characterizing the angular eigenfunctions by quantum numbers \( l \) \( m \). These quantum numbers relate to the representation of the \( 0(3) \) and \( 0(2) \) rotation groups in three and two dimensions, respectively.

The group structure of the IBM can be discussed in a six-dimensional Hilbert space,
spanned by the $s^+$ and $d^+_{\mu}(-2 \leq \mu \leq 2)$ bosons. The column vector

$$b^+_\mu = \begin{pmatrix} s^+ \\ d^+_{+2} \\ \vdots \\ d^+_{-2} \end{pmatrix},$$

transforms according to the group $U(6)$ and the $s$ and $d$ boson states

$$\left( b^+_\mu b^+_\nu b^+_k \ldots |0\right)_N.$$  \hspace{1cm} (12.63)

form the totally symmetric representations of the group $U(6)$, which is characterized by the number of bosons $N$. Here, no distinction is made between proton and neutron bosons, so we call $N$ the total number of bosons. The 36 bilinear combinations

$$\hat{G}_{\mu\nu} \equiv b^+_\mu b_\nu \quad (\mu, \nu = 1, 2, \ldots, 6).$$

with $b^+_\mu \equiv s^+, d^+_{\mu}$, form a $U(6)$ Lie algebra and are the generators that close under commutation. This is the case, if the generators, for a general group, $X_a$ fulfill the relation

$$[X_a, X_b] = \sum_c c^a_{\alpha\beta} X_c.$$  \hspace{1cm} (12.65)

The general two-body Hamiltonian within this $U(6)$ Lie algebra consists of terms that are linear (single-boson energies) and quadratic (two-body interactions) in the generators $G_{\mu\nu}$, or

$$\hat{H} = E_0 \sum_{\mu\nu} \varepsilon_{\mu\nu} \hat{G}_{\mu\nu} + \frac{1}{2} \sum_{\mu\nu, \kappa\sigma} U_{\mu\nu, \kappa\sigma} \hat{G}_{\mu\nu} \hat{G}_{\kappa\sigma}$$

$$= E_0 + \hat{H}'. \hspace{1cm} (12.66)$$

This means that, in the absence of the interaction $\hat{H}'$, all possible states (12.63) for a given $N$ will be degenerate in energy. The interaction $\hat{H}'$ will then split the different possible states for a given $N$ and one needs to solve the eigenvalue equation to obtain energies and eigenvectors in the most general situation.

There are now situations where the Hamiltonian $\hat{H}'$ can be rewritten exactly as the sum of Casimir (invariant) operators of a complete chain of subgroups of the largest one, i.e. $G \supset G' \supset G'' \supset \ldots$ with

$$\hat{H}' = \alpha C(G) + \alpha' C(G') + \alpha'' C(G'') + \ldots.$$ \hspace{1cm} (12.67)

The eigenvalue problem for (12.67) can be solved in closed form and leads to energy formulae in which the eigenvalues are given in terms of the various quantum numbers that label the irreducible representation (irrep) of $G \supset G' \supset G'' \ldots$

$$E = \alpha \langle C(G) \rangle + \alpha' \langle C(G') \rangle + \alpha'' \langle C(G'') \rangle + \ldots.$$  \hspace{1cm} (12.68)
Figure 12.24. Degeneracy splitting for the case of a Hamiltonian, expressed as a sum of Casimir invariant operators (see equation (12.68)) which consecutively splits the energy spectrum. In the figure, a splitting of the level with the quantum numbers \( n_1, n_2 \) is caused by the perturbation \( \hat{H} \) given in equation (12.66) (taken from Heyde 1989).

where \( \langle \cdots \rangle \) denotes the expectation value. An illustration of this process, where the original, fully degenerate large multiplet of states contained in the symmetric irrep \([N]\) is split under the influence of the various terms contributing to (12.68), is given in figure 12.24.

The general Lie group theoretical problem to be solved thus becomes:

(i) to identify all possible subgroups of \( U(6) \);
(ii) to find the irrep for these various group chains;
(iii) evaluate the expectation values of the various, invariant, Casimir operators.

Problems (ii) and (iii) are well-defined group-theoretical problems but (i) depends on the physics of the particular nuclei to be studied.

\( U(6) \) subgroup chains

There are three group reductions that can be constructed, called the \( U(5) \), \( SU(3) \) and \( O(6) \) chains corresponding to three different illustrations of nuclear collective quadrupole motion.

(i) The 25 generators \( (d^+\tilde{d})^{(1)}_m \) close under commutation and form the \( U(5) \) subalgebra of \( U(6) \). Furthermore, the 10 components \( (d^+\tilde{d})^{(1)}_m \) and \( (d^+\tilde{d})^{(3)}_m \) close again under commutation and are the generators of the \( O(5) \) algebra. Here, the \( (d^+\tilde{d})^{(1)}_m \propto \hat{L} \) are the generators of \( O(3) \) and a full subgroup reduction

\[ U(6) \supset U(5) \supset O(5) \supset O(3) \supset O(2). \]  

is obtained.

(ii) The \( SU(3) \) chain is obtained according to the reduction

\[ U(6) \supset SU(3) \supset O(3) \supset O(2), \]

and,

\[ U(6) \supset SU(3) \supset O(3) \supset O(2), \]
(iii) the $O(6)$ group chain according to the group reduction

\[ U(6) \supset O(6) \supset O(5) \supset O(3) \supset O(2). \]  

(12.71)

The Casimir invariant operators for a given group are found by the condition that they commute with all the generators of the group. Precise methods have been obtained in order to derive and construct the various Casimir invariant operators as well as the corresponding eigenvalues (Arima and Iachello 1988).

Each group is characterized by its irreducible representations (irrep) that carry the necessary quantum numbers (or representation labels) to define a basis in which the IBM Hamiltonian has to be diagonalized. The major question is: what representations of a subgroup belong to a given representation of the larger group? One situation we know well is that the representations of $O(3)$ are labelled by $l$ and those of its $O(2)$ subgroup by $m_l$ with condition $-l \leq m_l \leq +l$. This procedure is known as the reduction of a group with respect to its various subgroups. The fact that e.g. two quadrupole phonons couple to $J^\pi = 0^+, 2^+, 4^+$ states only, is an example of such a reduction. The technique of Young tableaux then supplies the necessary book-keeping device in group reduction.

In the IBM, making no distinction between proton and neutron bosons (the IBM-1) one only needs the fully symmetric irrep of $U(6)$ so that only a single label is needed e.g. $[N, 0, 0, 0, 0, 0] \equiv [N]$.

Here, we shall not derive in detail the various reduction schemes for the $U(5)$, $SU(3)$ nor of the $O(6)$ group chains and just give the main results.

\[
\begin{align*}
(i) \quad U(6) & \supset U(5) \supset O(5) \supset O(3) \supset O(2) \\
[N] & \quad [n_d] & \quad [v] & \ldots n_\Delta \ldots & L & M \\
(ii) \quad U(6) & \supset SU(3) \supset O(3) \supset O(2) \\
[N] & \quad (\lambda, \mu) & \ldots K & L & M \\
(iii) \quad U(6) & \supset O(6) \supset O(5) \supset O(3) \supset O(2) \\
[N] & \quad [\sigma] & \quad [v] & \ldots n_\Delta \ldots & L & M.
\end{align*}
\]  

(12.72)  

(12.73)  

(12.74)

Here the labels $n_\Delta$, in (i) and (iii), and $K$, in (ii), are needed to classify all states in the reduction from one group to the next lower one, since these reductions are not fully reducible.

**Dynamical symmetries of IBM-1**

In the situation where the Hamiltonian is written in terms of the Casimir invariants of a single chain, the problem is solvable in an analytic, transparent way. These limiting cases are called the dynamical symmetries contained within the IBM-1.

A most general Hamiltonian (containing up to quadratic Casimir operators for the subgroups, i.e. the $C_{1/5}$, $C_{2/5}$, $C_{206}$, $C_{205}$, $C_{203}$, $C_{SU(3)}$) is of the form

\[ H = \varepsilon C_{1/5} + \alpha C_{2/5} + \beta C_{205} + \gamma C_{203} + \delta C_{SU(3)} + \eta C_{206}. \]  

(12.75)

The parameters are simply related to those of the more phenomenological parametrization of the IBM-1 Hamiltonian and are discussed by Arima and Iachello (1984). The above
Hamiltonian contains Casimir operators of all subgroups and eigenvalues can only be obtained in a numerical way.

Particular choices, however, lead to the dynamical symmetries. For \( \delta = \eta = 0 \), we find the dynamical \( U(5) \) symmetry by using the eigenvalues of the various Casimir invariants \( \langle C_{1U5} \rangle = n_d, \langle C_{2U5} \rangle = n_d(n_d + 4), \langle C_{2O5} \rangle = v(v + 3), \langle C_{2O4} \rangle = L(L + 1) \), and the eigenvalue for (12.75) (with \( \delta = \eta = 0 \)) becomes

\[
E_{U(5)} = \epsilon n_d + \alpha n_d(n_d + 4) + \beta v(v + 3) + \gamma L(L + 1).
\]

and we discuss this limit in more detail (figure 12.25).

**Figure 12.25.** The \( U(5) \) spectrum for the \( N = 3 \) boson case. The quantum numbers \( (n_d, v, n_\Delta) \) denote the \( d \)-boson number, the \( d \) boson seniority and the number of boson triplets coupled to \( 0^+ \), respectively. The \( B(E2) \) values are given, normalized to \( B(E2; 2^-_1 \rightarrow 0^+_1) \) (taken from Lipas 1984).

**Table 12.1.** \( U(5) \)-chain quantum numbers for \( N = 3 \).

<table>
<thead>
<tr>
<th>( n_d )</th>
<th>( v )</th>
<th>( n_\Delta )</th>
<th>( \lambda )</th>
<th>( L )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>4,2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>6,4,3</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

We consider \( N = 3 \) with the reduction of its irrep labels as given in table 12.1. States with the same \( L \), distinguished by the \( v \)-quantum number, occur first at \( n_d = 4 \), only and states of the same \( L \), \( v \) to be distinguished by \( n_\Delta \) only occur from \( n_d = 6 \) onwards. The energy spectrum of figure 12.25 is very reminiscent of an anharmonic quadrupole vibrator. The important difference, though, is the cut-off in the IBM-1 at
values of \( n_d = N \). Only for \( N \to \infty \) does the \( U(5) \) limit correspond to the vibrator, encountered in the geometrical shape description of section 12.1. This cut-off at fixed \( N \) is a more general feature of the IBM.

Besides the energy spectrum for \( N = 3 \), relative \( E2 \) reduced transition probabilities can also be derived using the same group-theoretical methods. They are normalized to the value \( B(E2; 2_1^+ \to 0_1^+) = 100 \) (arbitrary units; relative values). Here, the cut-off shows up in a simple way and is given by the expression

\[
B(E2)_{N} = \frac{N - n_d}{N} B(E2)_{N \to \infty}.
\]  

(12.77)

where \( n_d \) refers to the final state and \( B(E2)_{N \to \infty} \) is the corresponding phonon model value of section 12.1. So, the IBM predicts a general fall-off in the \( B(E2) \) values when compared to the geometrical models. The \( N \)-dependence will, however, be slightly different according to the dynamical symmetry one considers, and outside of these symmetries this effect only appears after numerical studies. Extensive studies of finite \( N \) effects in the IBM have been discussed by Casten and Warner (1988).

Besides the \( N = 3 \) schematic example just discussed, we compare in figure 12.26(a) the vibrational limit for a large boson number and give a comparison for the \(^{110}\text{Cd}\)

![Figure 12.26. (a) Theoretical \( U(5) \) spectrum with \( N = 6 \) bosons. The notation \((\nu, n_A)\) is given at the top and explained in the text. (b) Experimental energy spectrum for \(^{110}\text{Cd} \, (N = 7)\) and a \( U(5) \) fit (taken from Arima and Iachello 1976, 1988).](image-url)
spectrum (figure 12.26(b)). Similar studies in the $SU(3)$ and $O(6)$ limit have been discussed by Arima and Iachello (1978, 1979).

In many cases, though, a more general situation than a single dynamical symmetry will result. Transitions between the various dynamical symmetries can be clearly depicted using a triangle representation with one of the symmetries at each corner. In these cases, using a single parameter, the continuous change between any two limits can be followed. In figure 12.27(a), this triangle is shown and the three legs contain a few, illustrative cases for particular transition: (i) $U(5) \rightarrow O(6)$ in the Ru,Pd nuclei; (ii) $U(5) \rightarrow SU(3)$ in the Sm,Nd nuclei and, (iii) $O(6) \rightarrow SU(3)$ in the Pt,Os nuclei. The corresponding

Figure 12.27. (a) Symmetry triangle illustrating the three symmetries of the IBM-1, i.e. the $U(5)$, $SU(3)$ and $O(6)$ limits, corresponding to the vibrational, rotational and $\gamma$-unstable geometrical limit and the three connecting links. (b) Experimental $B(E2; 2^+ \rightarrow 0^+)$ values (in spu) for the Ru (open circles), Pd (open triangles), Nd (filled circles) and Os (filled triangles). (c) Calculated excitation energies for the low-lying excited states in the $U(5) \rightarrow U(6)$ transitional region as a function of the transition parameter $\xi$ and for $N = 14$ bosons (taken from Stachel et al 1982).
change is related to the change in the \( B(E2; 2^+_1 \rightarrow 0^+_1) \) value which, expressed in single-particle units (spu), equal to Weisskopf units, gives a particular variation that can be obtained from the analytical expressions for \( B(E2; 2^+_1 \rightarrow 0^+_1) \) in the dynamical symmetries (figure 12.27(b)). Finally, in figure 12.27(c), we give the transitional spectra in between the quadrupole vibrational (or \( U(5) \)) limit (\( \xi = 0 \)) and the \( O(6) (\xi = 1.0) \) limit. In particular for the \( 0^+_1, 2^+_1, 4^+_1, 6^+_1 \) structure (the yrast band structure) a steady but smooth variation is clearly shown.

A very clear, but not highly technical review on the IBM-1 has been given by Casten and Warner (1988) and expands on most of the topics discussed in the present section.

### 12.3.3 The proton–neutron interacting boson model: IBM-2

Even though the IBM-1, which has a strong root in group-theoretical methods, has been highly successful in describing many facets of nuclear, collective quadrupole motion, no distinction is made between the proton and neutron variables. Only in as much as the many-boson states are realized as fully symmetric representations of the \( U(6) \) group structure, does the IBM-1 exhaust the full model space.

Besides the fact that, from a group-theoretical approach, the basis is now spanned by the irrep of the product group \( U_3(6) \otimes U_4(6) \), a shell-model basis to the IBM-2 can be given.

In the present section we discuss the shell-model origin (i) and, the possibility of forming mixed-symmetry states in the proton and neutron charge label, which characterizes the enlarged boson space.

**Shell-model truncation**

In describing a given nucleus \( ^A_Z X_N \) containing a large number of valence nucleons outside of a closed shell, the pairing properties and, to a lesser extent, the quadrupole component give rise to strongly bound \( J^+ = 0^+ \) and \( 2^+ \) pairs. It is this very fact that will subsequently give the possibility of relating nucleon \( 0^+ \) and \( 2^+ \) coupled pairs to \( s \) and \( d \) boson configurations.

The \( 0^+, 2^+ \) pair truncation (called \( S, D \) pair truncation) allows us to use a restricted model space in order to describe the major, low-lying collective excitations. The corresponding, fermion basis states can be depicted as

\[
[(S^+_\pi)^{N_\pi}, (D^+_\pi)^{N^*_\pi}] \otimes [(S^+_v)^{N_\nu}, (D^+_v)^{N^*_\nu}]^{(J)}_M |0\rangle.
\]

with

\[
N_\pi + N^*_\pi = \frac{n_\pi}{2} = N_\pi
\]

\[
N_\nu + N^*_\nu = \frac{n_\nu}{2} = N_\nu,
\]

where \( n_\pi (n_\nu) \) denotes the number of valence protons (neutrons).

Using the Otsuka–Arima–Iachello (OAI) mapping procedure (Otsuka et al 1978) the fermion many-pair configurations (12.78) are mapped onto real boson states where now \( S^+_\rho \rightarrow s^+_\rho, D^+_\rho \rightarrow d^+_\rho (\rho = \pi, \nu) \) carries out the transformation into boson configurations. This fermion basis \( \rightarrow \) boson basis mapping uses the methods outlined in Chapter 11.
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when constructing an effective interaction, that starts from a realistic interaction. The constraint in the mapping is that matrix elements remain equal, or,

\[ \langle \psi_F | \hat{H}_F | \psi_F \rangle = \langle \phi_B | \hat{H}_B | \phi_B \rangle. \]  

(12.80)

for the lowest fermion and boson configuration. A correspondence table illustrates this mapping in a very instructive way (see Table 12.2).

**Table 12.2.** Corresponding lowest seniority \( SD \) fermion and \( sd \)-boson states.

<table>
<thead>
<tr>
<th>Fermion space ((F))</th>
<th>Boson space ((B))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n = 0, \quad \nu = 0 )</td>
<td>( N = 0, \quad nd = 0 )</td>
</tr>
<tr>
<td>( n = 2, \quad \nu = 0 )</td>
<td>( N = 1, \quad nd = 0 )</td>
</tr>
<tr>
<td>( \nu = 2 )</td>
<td>( \nu = 0 )</td>
</tr>
<tr>
<td>( n = 4, \quad \nu = 0 )</td>
<td>( N = 2, \quad nd = 0 )</td>
</tr>
<tr>
<td>( \nu = 2 )</td>
<td>( \nu = 0 )</td>
</tr>
</tbody>
</table>

...  

For a simple fermion Hamiltonian, containing pairing and quadrupole–quadrupole interactions, the general form of the boson Hamiltonian, using the OAI mapping of equation (12.80), now becomes

\[ \hat{H}_B = E_0 + \varepsilon_{d_s} \hat{n}_{d_s} + \varepsilon_{d_s} \hat{n}_{d_s} + \kappa \hat{Q}_\pi^{(2)} \cdot \hat{Q}_{\nu}^{(2)} + \hat{V}_{\pi \nu} + \hat{V}_{\pi \nu} + \hat{M}_{\pi \nu}. \]  

(12.81)

where the various operators are:

\[ \hat{n}_{d_s} = d_{\rho}^+ \cdot \tilde{d}_{\rho} \]  

the boson number operator

(12.82)

\[ \hat{Q}_\rho^{(2)} = (d^+ s + s^+ \tilde{d})^{(2)} + \chi_\rho (d^+ \tilde{d})^{(2)}. \]  

(12.83)

The various parameters in the Hamiltonian (12.81) \((\varepsilon_{d_s}, \kappa, \chi_{\pi}, \chi_{\nu}, E_0, \ldots)\) are related to the underlying nuclear shell structure. The quantity \(\varepsilon_{d_s}(\varepsilon_{d_s})\) denotes the \(d\)-boson proton (neutron) energy; \(\kappa\) the quadrupole interaction strength and the remaining terms \(\hat{V}_{\pi \nu}, \hat{V}_{\pi \nu}, \hat{M}_{\pi \nu}\) describe remaining interactions amongst identical \((\pi \nu, \nu \nu)\) bosons. The last term has a particular significance, is known as the Majorana interaction and will be discussed later.

The whole mapping process is schematically shown in Figure 12.28 where we start from the full fermion space and end in the boson \((sd)\) model space. So, we have indicated that, starting from a general large-scale shell-model approach, and using residual pairing- and quadrupole forces in the fermion space, a rather interesting approximation is obtained, namely the \((s, d)\) OAI mapping in the boson model space. With this Hamiltonian, one is able to describe a large class of collective excitations in medium-heavy and heavy nuclei. One can also, from the Hamiltonian (12.81) taken as an independent starting point, consider the parameters \(\varepsilon_{d_s}, \kappa, \chi_{\pi}, \chi_{\nu}, \ldots\) as free parameters which are determined so as to describe the observed nuclear properties as well as possible.
The general strategy to carry out such an IBM-2 calculation in a given nucleus e.g. $^{118}\text{Xe}_{64}$ is explained in figure 12.29 where the corresponding fermion and boson model spaces are depicted. IBM-2 calculations for the even–even Xe nuclei for the ground-state ($0^+, 2^+, 4^+, 6^+, 8^+$) band; as well as for the $\gamma$-band ($2_1^+, 3_1^+, 4_2^+, 5_1^+$) and for the $\beta$-band ($0_2^+, 2_1^+, 4_3^+$) are given in figure 12.30. These results are typical examples of the type of those obtained in the many other mass regions of the nuclear mass table (Arima and Iachello 1984). A computer program NPBOS has been written by Otsuka which performs this task is a general Hamiltonian (Otsuka 1985).

**Figure 12.28.** Schematic representations of the various approximations underlying the interacting boson model (IBM) when starting from a full shell-model calculation (taken from Heyde 1989).

**Mixed-symmetry excitations**

Incorporating the proton and neutron boson degrees of freedom in the extended boson model space of the IBM-2, the group structure becomes

$$U_{\pi}(6) \otimes U_{\nu}(6) \supset U_{\pi+\nu}(6) \supset \cdots \quad (12.84)$$

where the irrep are formed by the product irrep

$$[N_\pi] \otimes [N_\nu] \supset [N_\pi + N_\nu, 0, \ldots] \oplus [N_\pi + N_\nu - 1, 1, 0, \ldots] \oplus [N_\pi + N_\nu - 2, 2, 0, \ldots]. \quad (12.85)$$

Now, the one-row irrep, two-row (and even more complicated and less symmetric) irrep can be constructed. These states are now called mixed-symmetry states, which correspond to non-symmetric couplings of the basic proton and neutron bosons.

The most simple illustration is obtained in the vibrational limit when considering just one boson of each type (figure 12.31). The $s^+_\pi$, $d^+_\pi$ and $s^+_{\nu}$, $d^+_\nu$ can be combined in
Figure 12.29. Schematic outline of how to perform a realistic IBM-2 calculation for a given nucleus. Here, the example of \(^{118}\text{Xe}_{64}\) is used. We can (i) determine the nearest closed shells (50,50), (ii) determine the number of bosons ('valence' particle number divided by two) and, (iii) make an estimate of the important parameters \(\epsilon, \kappa, \chi_\pi\) and \(\chi_c\) (taken from Iachello 1984).

Figure 12.30. Comparison of IBM-2 calculations and experimental energy spectra for the even-even Xe nuclei (taken from Scholten 1980).

the *symmetric* states that relate to the

\[
0^+(s_N^+s_v^+), 2^+ \left( \frac{1}{\sqrt{2}}(s_N^+d_v^+ + s_v^+d_N^+) \right), 4^+(d_N^+d_v^+),
\]

harmonic quadrupole spectrum, coinciding with the simpler IBM-1 picture. The antisymmetric states now are \(2^+(1/\sqrt{2}(s_N^+d_v^+ - s_v^+d_N^+))), 1^+, 3^+(d_N^+d_v^+)\). The energy of
the lowest $2^+$ state, relative to the $0^+$ symmetric state, is governed by the strength of the $\hat{M}_\pi^1$ Majorana operator, which shifts the classes of states having a different symmetry character.

![Diagram of collective modes of motion](image)

**Figure 12.31.** Schematic representations of a coupled proton-neutron system where one boson of each type ($N_\pi = 1, N_\nu = 1$) is present. The symmetric states ($0^-; 2^-; 0^-, 2^-, 4^-, \ldots$) and the mixed-symmetry ($2^-, 1^-, 3^-, \ldots$) ones are drawn in the right-hand part.

In the rotational, or $SU(3)$ limit, similar studies can be made but now the lowest mixed-symmetry state becomes the $1^+$ level, the band-head of a $1^+, 3^+, \ldots$ band. The search for such states has been an interesting success story and the early experiments are discussed in Box 12.6. These mixed-symmetry states, when taking the classical limit of the corresponding algebraic model, are related to certain classes of proton and neutron motion where the two nuclear fluids move in anti-phase, isovector modes. In the vibrational example of figure 12.31, low-lying isovector modes are generated whereas the rotational out-of-phase motion of protons versus neutrons corresponds to a 'scissor'-like mode. This scissor mode, for which the $1^+$ state is the lowest-lying in deformed nuclei, can be strongly excited via $M1$ transitions starting from the ground state $0^+$ configuration. By now, an extensive amount of data on these $1^+$ states has been obtained. Various reactions were used: $(e,e')$, $(\gamma,\gamma')$, $(p,p')$ to excite low-lying orbital-like $1^+$ excitations in deformed nuclei which occur near $E_1 \simeq 3$ MeV while the spin-flip strength is situated at higher energies ($5$ MeV $\leq E_1 \leq 9$ MeV) in a double-hump-like structure. In Box 12b, the $(e,e')$ experiments at Darmstadt, which showed the first evidence for the existence of mixed-symmetry $1^+$ states, is presented.

### 12.3.4 Extension of the interacting boson model

The algebraic techniques that form the basic structure of the interacting boson as discussed in the previous sections have been extended to cover a number of interesting topics.
Without aiming at a full treatment of every type of application that might have been studied we here mention a number of major extensions.

i It has been observed over the years that with the use of $s$ and $d$ bosons only it is very difficult, if not impossible, to address the problem of high-spin states. The systematic treatment of bosons with higher angular momentum, in particular the inclusion of a hexadecapole or $g$-boson, has been worked out both in group-theoretical studies as well as by numerical treatments of much larger model spaces including a number of such $g$-bosons (see, for example, the extensive discussion in the book edited by Casten 1993). A systematic treatment, using the program package ‘Mathematica’ has been carried out by Kuyucak (1995) and Li (1996).

ii The extension of the general framework to encompass the coupling of an odd particle to the underlying even–even core, described by a regular interacting boson model, is referred to as the interacting boson–fermion model (IBFM). This seems at first to be rather similar to well known particle–core coupling. In the IBFM, there are, however, a number of elements that may give deeper insight into the physics of particle–core coupling. Firstly, there exists the possibility to relate the collective Hamiltonian to the specific single-particle structure present in a given mass region and, secondly, the symmetries that are within the even–even core system can, for given mass regions, be combined with the single-particle space into larger groups. In that respect, Bose–Fermi symmetries and even aspects of supersymmetry classification schemes have been used. The full structure of the treatment of odd-mass nuclei is covered in a monograph (Iachello and Van Isacker 1992). A number of these IBFM extensions as well as more detailed reference to the literature is discussed by Van Isacker and Warner (1994).

iii In extending the region of applicability to light nuclei, one cannot go on by just handling proton–proton and neutron–neutron pairs; one needs to complement this by considering proton–neutron pairs on an equal footing. This is because the building blocks of the proton–neutron boson model (IBM-2) do not form an isospin invariant model. Extensions into an IBM-3 model by including the so-called $\delta$-boson with isospin $T = 1$ and projection $M_T = 0$ and, even further, by also taking both the $T = 1$ and the $T = 0$ (with projection $M_T = 0$) proton–neutron bosons into account in the IBM-4 model have been constructed and studied in detail. We again refer to Van Isacker and Warner (1994) for a detailed discussion of this isospin extension of the original interacting boson model. In that review article, which concentrates on various extensions, references to the more specific literature on this topic are presented.
Box 12a. Double giant resonances in nuclei

In many nuclei, double and multiple phonon excitations have been observed for the low-lying isoscalar vibrations. Although there is no reason that multiple giant resonances could not be observed, it has taken until recently for the experimental observation of such excitations. Their properties confirm general aspects of nuclear structure theory.

The possibility of a double giant resonance was first pointed out by Auerbach (1987) as a new kind of nuclear collective excitation. The questions then relate to understanding the excitation energy, width, integrated strength and other characteristics that arise from the properties of the single giant resonance. In nuclear structure theory, such double excitations should be understandable both from a macroscopic (coherent, collective two-phonon excitations) and a microscopic (a coherent picture of 2p–2h excitations) picture.

Double resonances have not been observed until very recently, mainly because of experimental difficulties of detecting such excitations at the very high energy of the lower resonance due to the high underlying background. Work at the Los Alamos Meson Physics Facility (LAMPF) has given the first clear indication for such double giant resonances. At LAMPF, one has one of the most intense pion beams available with π⁰, π± components and the possibility of a rich spectrum of nuclear reactions such as single-charge exchange (SCX) and double-charge exchange (DCX).

![Schematic diagram of single and double resonances expected in pion single-charge-exchange (π⁺, π⁰) and pion double-charge-exchange (π⁺, π⁻) reactions. The numbers to the right are the Q values for the ground state and the three double resonances observed in DCX experiments on ⁹³Nb. (Taken from Mordechai and Moore 1991. Reprinted with permission of Nature © 1991 MacMillan Magazines Ltd.)](image)

Since the GDR (Giant Dipole Resonance, section 12.1.3) has been strongly excited in SCX reactions, it was suggested that DCX reactions, viewed as a sequence of two SCX reactions, would excite, for nuclei with N – Z ≫ 1, the double giant resonances rather strongly. In figure 12a.1, the schematic energy-level diagram of 'single' and 'double' resonances anticipated in pion SCX (π⁺, π⁰) and pion DCX (π⁺, π⁻) is given. The numbers are the Q-values for the ground state and the three double resonances observed in the DCX experiment on ⁹³Nb. In this figure, also the double isobaric analogue state
(DIAS) is given: it corresponds to acting twice with the $\hat{f}_- $ operator, changing two of the excess neutrons into protons.

The spectra were taken at the energetic pion channel at Los Alamos using a special set-up for pion DCX (Greene 1979). Outgoing pions can be detected with a kinetic energy range 100–300 MeV and an energy resolution of $\simeq 140$ keV.

We present, in figures 12a.2 and 12a.3 the double-differential cross-sections for the $(\pi^+, \pi^-)$ reaction on $^{93}$Nb and $^{40}$Ca, respectively. The arrows indicate the various double resonances: the DIAS, GDR$\otimes$IAS and GDR$\otimes$GDR for $^{93}$Nb and the double-giant resonance GDR$\otimes$GDR in $^{40}$Ca. The double dipole resonance has a width of $\sim 8–10$ MeV which is larger than the width of the single dipole resonance by a factor 1.5–2.0 in agreement with theoretical estimates for the width of such a double giant resonance (Auerbach 1990).

There exists a unique feature about the DCX reactions in the simplicity with which one can measure $(\pi^+, \pi^-)$ and $(\pi^-, \pi^+)$ reactions on the same target. This is illustrated for $^{40}$Ca in figure 12a.3.

Concluding, unambiguous evidence for the appearance of double giant resonances in atomic nuclei has now been obtained. The identification, based on the energies at which they appear, the angular distributions and cross-section, is strong. The results indicate that the collective interpretation of two giant resonance excitations remains valid, in particular for nuclei with $N – Z \gg 1$, and that these excitations appear as a general feature in nuclear structure properties. Remaining questions relate to the missing $0^+$ strength of the GDR$\otimes$GDR excitation and the fast-increasing width of the GDR$\otimes$IAS excitation with mass number.

Figure 12a.2. Double differential cross-section for the $(\pi^-, \pi^+)$ reaction on $^{93}$Nb at $T_\gamma = 295$ MeV, the laboratory kinetic energy of the incoming pion, and $\theta_{lab} = 5, 10$ and 20°. The arrows indicate the three double resonances in pion DCX: the DIAS; the GDR$\otimes$IAS and the GDR$\otimes$GDR (see text for a more extensive explanation of the notation). (Taken from Mordechai and Moore 1991. Reprinted with permission of Nature © 1991 MacMillan Magazines Ltd.)
Figure 12a.3. (a) Double differential cross-section for the \( (\pi^- \cdot \pi^-) \) reaction on \(^{40}\)Ca at \( T_\pi = 295 \) MeV and \( \theta_{ab} = 5^\circ \). The arrows indicate the fitted location of the ground state (gs) and the giant resonance (GDR). The dashed line gives the background and the solid line is a fit to the spectrum. (b) The same as in (a) but now for the inverse reaction \(^{40}\)Ca \((\pi^- \cdot \pi^-) \) \(^{40}\)Ti. (Taken from Mordechai and Moore 1991. Reprinted with permission of Nature (C) 1991 MacMillan Magazines Ltd.) See figure 12a.1
Box 12b. Magnetic electron scattering at Darmstadt: probing the nuclear currents in deformed nuclei

The first experimental evidence for a low-lying $1^+$ collective state in heavy deformed nuclei, predicted some time ago, was obtained by Bohle et al (1984). The excitation can be looked upon in a two-rotor model (Lo Iudice and Palumbo 1978, 1979) as being due to a contra-rotational motion of deformed proton and neutron distributions. In vibrational nuclei, isovector vibrational motion can be constructed with a $2^+$ level as a low-lying excited state (figure 12b.1).

![Vibrational and Rotational Modes]

**Figure 12b.1.** Schematic drawing of the non-symmetric modes of relative motion of the proton and neutron degrees of freedom. In the left part, vibrational anti-phase oscillatory motion of protons against neutrons is given. In the right part the collective rotational anti-phase 'scissor' mode is presented.

The initial impulse to study such $1^+$ excitations in deformed nuclei came from the IBM-2 theoretical studies predicting a new class of states, called mixed-symmetry states (section 12.3). In this IBM-2 approach, the $K^\pi = 1^+$ excitation mode corresponds to a band head of a $K^\pi = 1^+$ band and is related to the motion of the valence nucleons (protons versus neutrons), in contrast to the purely collective models where, initially all nucleons were considered to participate in the two-rotor collective mode of motion. Realistic estimates of both the $1^+$ excitation energy and the $M1$ strength determined in the IBM-2 represented the start of an intensive search for such excitations in deformed nuclei.

The experiment at the Darmstadt Electron Linear Accelerator (DALINAC) concentrated on the nucleus $^{156}\text{Gd}$. The inelastically scattered electrons were detected using a $169^\circ$ double focusing magnetic spectrometer at a scattering angle of $\theta = 165^\circ$, at bombarding energies $E_e^- = 25, 30, 36, 42, 45, 50$ and $56$ MeV and $E_e^- = 42$ MeV at $\theta = 117^\circ$ and $E_e^- = 45$ MeV at $\theta = 105^\circ$. The spectrum taken at $E_e^- = 30$ MeV reveals a rich fine structure but the only strong transition is to a state at $E_\chi = 3.075$ MeV. This state is almost absent in the $E_e^- = 50$ MeV spectrum, in which, however, the collective $3^-$ level at $E_\chi = 1.852$ MeV is strongly excited (figure 12b.2). The state at $E_\chi = 3.075$ MeV dominates all spectra at low incident electron energies and has a form factor behaviour consistent with a $1^+$ assignment.
A detailed discussion of a number of features: excitation energy, $M1$ transition strength and form factors all point towards the $1^+$ mixed-symmetry character. In particular, the $B(M1; 0_1^+ \rightarrow 1_1^+) = 1.3 \pm 0.2 \mu^2_N$ value is of the right order of magnitude as given by the IBM-2 prediction for the $SU(3)$ limit

$$B(M1; 0_1^+ \rightarrow 1_1^+) = \frac{3}{4\pi} \frac{8N_\pi N_\nu}{2N - 1} (g_\pi - g_\nu)^2 \mu^2_N,$$

(with $N = N_\pi + N_\nu$) which, using $N_\pi = 7$, $N_\nu = 5$ and $g_\pi = 0.9$, $g_\nu = -0.05$, gives a value of $2.5 \mu^2_N$. The purely collective two-rotor models result in $B(M1)$ values that are one order of magnitude bigger than the observed value.

Other interesting properties of this $1^+$ mode are hinted at by comparing $(p,p')$ and $(e,e')$ data. The $(p,p')$ scattering at $E_p = 25$ MeV and $\theta = 35$ is mainly sensitive to the spin–flip component and so, the combined results point out the mainly orbital character of the $1^+ 3.075$ MeV state in $^{156}$Gd, as illustrated in figure 12b.3.

Since the original study, electro- and photo-nuclear experiments have revealed the $1^+$ mode in nuclei ranging from medium-heavy fp-shells nuclei to a large number of deformed nuclei and to thorium and uranium. The transition strength is quite often concentrated in just a few 'collective' states with little spreading. Finally, in figure 12b.4, we give an illustration of the newly constructed DALINAC set-up.
Figure 12b.3. High-resolution inelastic proton and electron scattering spectrums of $^{156}$Gd. The 'scissor' mode, leading to a strongly excited $J^\pi = 1^-$ state (hatched) is missing in the proton spectrum (taken from Richter 1988).

Figure 12b.4. Photograph of the new superconducting S-Dalinac (electron accelerator at the Institut für Kernphysik der Technische Hochschule, Darmstadt). The re-circulating part and a scattering chamber (in the centre foreground) are clearly visible (courtesy of Richter 1991).
DEFORMATION IN NUCLEI: SHAPES AND RAPID ROTATION

In the discussion of Chapter 12, it became clear that in a number of mass regions, coherence in the nuclear single-particle motion results in collective effects. The most dramatic illustrations of these collective excitations is the observation of many rotational bands that extend to very high angular momentum states. At the same time, one could prove that in the bands, the nucleus seems to acquire a strongly deformed shape that is given, in a quantitative way, by the large intrinsic quadrupole moment. The concept of shape, shape changes and rotations of shapes at high frequencies will be the subject of the present chapter.

In section 13.1 we shall concentrate on the various manifestations in which the deformed shape, and thus the average field, influences the nuclear single-particle motion. The clearest development is made using the Nilsson potential, which gives rise to all of the salient features characteristic of deformed single-particle motion. It is also pointed out how the total energy of a static, deformed nucleus can be evaluated and that a minimization of this total energy expression will give rise to stable, deformed minima. In section 13.2 we study the effect of rotation on this single-particle motion and discuss the cranking model as a means of providing a microscopic underpinning of the rotational nuclear structure. Finally, in section 13.3, we apply the above description to attempt to understand nuclear rotation at high and very-high spins and the phenomenon of superdeformation as an illustration of these somewhat unexpected, exotic nuclear structure features.

13.1 The harmonic anisotropic oscillator: the Nilsson model

Starting from a spheroidal distribution or deformed oscillatory potential with frequencies $\omega_x$, $\omega_y$, and $\omega_z$ in the directions $x$, $y$, $z$, the Hamiltonian governing the nuclear single-particle motion becomes

$$H_{\text{def}} = -\frac{\hbar^2}{2m} \Delta + \frac{1}{2} m \left( \omega_x^2 x^2 + \omega_y^2 y^2 + \omega_z^2 z^2 \right). \quad (13.1)$$

The three frequencies are then chosen to be proportional to the inverse of the half-axis of the spheroid, i.e.

$$\omega_i = \omega \frac{R_0}{a_i}; \ldots, \quad (13.2)$$

with a necessary condition of volume conservation

$$\omega_x \omega_y \omega_z = \omega_0^3. \quad (13.3)$$
This Hamiltonian is separable in the three directions and the energy eigenvalues and eigenfunctions can easily be constructed using the results for the one-dimensional harmonic oscillator model.

For axially symmetric shapes, one can introduce a deformation variable \( \delta \), using the following prescription

\[
\omega_\perp (= \omega_\rho = \omega_z) = \omega_0(\delta)(1 + \frac{2}{5}\delta^{1/2})
\]

\[
\omega_z = \omega_0(\delta)(1 - \frac{4}{5}\delta^{1/2}).
\]

where volume conservation is guaranteed up to second order in \( \delta \) giving the deformation dependence \( \omega_0(\delta) \) as

\[
\omega_0(\delta) = \omega_0(1 + \frac{2}{5}\delta^2).
\]

According to Nilsson (1955), one introduces a deformation dependent oscillator length \( b(\delta) = (\hbar/m\omega_0(\delta))^{1/2} \) so that dimensionless coordinates, expressed by a prime \( \tilde{r}', \tilde{\theta}', \tilde{\varphi}', \ldots \), can be used and the Hamiltonian of equation (13.1) now becomes

\[
\mathcal{H}_{\text{def}} = \hbar \omega_0(\delta) \left( -\frac{1}{2} \Delta' + \frac{r'^2}{2} - \frac{1}{3} \sqrt{\frac{16\pi}{5}} \delta r'^2 Y_{20}(\tilde{r}') \right).
\]

This Hamiltonian reduces to the spherical, isotropic oscillator potential to which a quadrupole deformation or perturbation term has been added. It is clear that this particular term will split the \( m \) degeneracy of the spherical solutions \( (j, m) \) and the amount of splitting will be described by the magnitude of the 'deformation' variable \( \delta \). In the expression (13.6), we can identify the quantity \( \frac{1}{3} \sqrt{16\pi/5\delta} \) with the deformation parameter \( \beta \) as used in Chapter 12 (section 12.1).

Since spherical symmetry is broken but axial symmetry remains, the solutions to the Hamiltonian (13.6) can be obtained using cylindrical coordinates with the associated quantum numbers \( n_\rho, n_\rho, m_l \) (with \( m_l \) the projection of the orbital angular momentum on the symmetry axis), also called \( \Lambda = m_l \).

With the relations \( N = n_\perp + n_\parallel + n_z = n_z + 2n_\rho + m_l \), the eigenvalues become

\[
\varepsilon_\delta(N, n_z) \cong \hbar \omega_0 \left[ (N + 3/2) + \delta \left( \frac{N}{3} - n_z \right) \right].
\]

which implies a splitting, linear in the number of oscillator quanta in the \( z \) direction, as a function of the deformation variable \( \delta \).

Including also intrinsic spin, with projection \( \Sigma = \pm \frac{1}{2} \), the total projection \( \Omega = \Lambda + \Sigma \) of spin on the symmetry axis remains a good quantum number and characterizes the eigenstates in a deformed potential with axial symmetry. The coupling scheme is drawn in figure 13.1(a) as well as the energy splitting of equation (13.7), in a schematic way in figure 13.1(b). One can then characterize a deformed eigenstate with the quantum numbers

\[
\Omega^\pi[N, n_z, \Lambda],
\]

with \( \pi \) the parity of the orbit, defined as \( \pi = (-1)^l \).

Large degeneracies remain in the axially symmetric harmonic oscillator if the frequencies \( \omega_\perp \) and \( \omega_z \) are in the ratio of integers, i.e. \( \omega_z/\omega_\perp = p/q \). For \( p : q = 1 : 1 \)
one regains the spherical oscillator; for \( p : q = 1 : 2 \) one obtains 'superdeformed' prolate
or, if 2:1, oblate shapes, etc. In figure 13.2, a number of important ratios are indicated
on the axis of deformation.

Even though this level scheme contains the major effects relating to nuclear
deformation, the strong spin–orbit force needs to be added to transform it to a realistic
deformed single-particle spectrum. Moreover, in the original Nilsson parametrization, a
\( \tilde{l}^2 \) term has also been added to simulate a potential which appears to be more flat in
the nuclear interior region, compared to the oscillator potential. So, the Nilsson Hamiltonian,
descibing the potential is

\[
H_{\text{Nilsson}} = \hbar \omega_0 (\delta) \left( -\frac{1}{2} \Delta' + \frac{r^2}{2} - \beta r^2 Y_{20}(\hat{r}') \right) - k \hbar \omega_0 (2 \hat{l} \cdot \hat{s} + \mu (\hat{l}^2 - \langle \hat{l}^2 \rangle_N), \tag{13.9}
\]

where \( 2 \kappa \) describes the spin-orbit strength and \( \kappa \) the \( \tilde{l}^2 \) orbit energy shift. The new
terms, however, are no longer diagonal in the basis \( |Nn_z, \Lambda \Sigma (\Omega)\rangle \), or in the equivalent
\( |Nl_j, \Omega\rangle \) spherical basis. It is also easily shown that \( \{H_{\text{Nilsson}}, \hat{j}^2\} \neq 0 \) and only \( \Omega^2 \)
are the remaining correct quantum numbers. The Hamiltonian (13.9) has to be diagonalized in a
basis. The original Nilsson article considered the basis \( |Nn_z, \Lambda \Omega\rangle \) to construct the energy
matrix. The results for such a calculation for light nuclei is presented in figure 13.3 and
is applicable to the deformed nuclei that are situated in the p-shell \( (A \simeq 10) \) and in the
mid-shell s.d region \( (A \simeq 26, 28) \).

In the region of small deformation, the quadrupole term \( \alpha r^2 Y_{20}(\hat{r}') \) can be used as
a perturbation and be evaluated in the basis in which the spin-orbit and \( \tilde{l}^2 \) terms become
diagonal i.e. in the \( |Nl_j, \Omega\rangle \) basis. The matrix element

\[
\langle Nl_j \Omega | r^2 Y_{20}(\hat{r}') | Nl_j \Omega \rangle \propto \frac{3 \Omega^2 - j(j + 1)}{(2j - 1)(2j + 3)}. \tag{13.10}
\]
Figure 13.2. Single-particle level spectrum of the axially symmetric harmonic oscillator, as a function of deformation (ε). Here, ω₀ = \frac{1}{2}(2ω_1 + ω_z). The orbit degeneracy is n + 1 which is illustrated by artificially splitting the lines. The arrows indicate the characteristic deformation corresponding to the ratio of ω_1/ω_z = 1/2, 1/1, 2/1 and 3/1 (taken from Wood et al 1992).

is obtained and describes the (Ω, j) dependence near zero deformation.

For very large deformations, on the other hand, the \( \hat{l}, \hat{s} \) and \( \hat{l}^2 \) term can be neglected relative to the quadrupole deformation effect. In this limit, the quantum numbers of the anisotropic harmonic oscillator become good quantum numbers. They are also called the asymptotic quantum numbers \( \Omega^\mp [N, n_z, Λ, Σ] \) and are discussed in detail by Nilsson (1955).

The original Nilsson potential, with the \( r^2 Y_{20}(\hat{r}') \) quadrupole term has the serious drawback of non-vanishing matrix elements, connecting the major oscillator quantum number \( N \) to \( N \pm 2 \). Using a new coordinate system gives rise to 'stretched' coordinates with a corresponding deformation parameter \( ε_2 \) (≡ ε), the \( |ΔN| = 2 \) couplings are diagonalized and form a more convenient basis and representation to study deformed single-particle states. Using a natural extension to deformations, other than just quadrupole, a 'modified' harmonic oscillator potential is given by

\[
U_{\text{MHO}} = \frac{1}{2} \hbar \omega_0(\varepsilon) \rho_j^2 [1 + 2ε_1 P_1(\cos \theta_j) - \frac{2}{3} ε_2 P_2(\cos \theta_j) + 2 \sum_{\lambda=3}^{\text{max}} ε_\lambda P_\lambda(\cos \theta_j)], \quad (13.11)
\]
Figure 13.3. Spectrum of a single particle moving in a spheroidal potential \((N, Z < 20)\). The spectrum is taken from Mottelson and Nilsson (1959). The orbits are labelled by the asymptotic quantum numbers \([N, n, \Lambda, \Omega]\) and refer to prolate deformation. A difference in parity is indicated by the type of lines (full lines: positive parity; dashed lines: negative parity). (Taken from Bohr and Mottelson, *Nuclear Structure*, vol. 2, © 1982 Addison-Wesley Publishing Company. Reprinted by permission.)

where the stretched coordinates \(\rho_r, \theta_r\) are defined by

\[
\cos \theta_r = \cos \theta \left[ \frac{1 - \frac{2}{3} \varepsilon_2}{1 + \varepsilon_2(\frac{1}{3} - \cos^2 \theta)} \right]^{1/2},
\]

(13.12)

and

\[
\rho_r^2 = \xi^2 + \eta^2 + \zeta^2.
\]

(13.13)

with \((\xi, \eta, \zeta)\) the 'stretched' coordinates.

The parameters \(\kappa, \mu\) determine the basic that orders and splits the various single-particle orbits and their values are such that at zero deformation the single-particle and single-hole energy spectra are well reproduced. The first evaluation was carried out in the article by Nilsson *et al* but various adjustments, that depend on the specific nuclear mass regions under study, have been carried out.

The Nilsson model has been highly successful in describing a large amount of nuclear data. Even though, at first sight, a Nilsson level scheme can look quite complicated, a number of general features result (see figure 13.4).

(i) Each spherical \((n, l, j)\) level is now split into \(j + \frac{1}{2}\) double-generate states, according to the \(\pm \Omega\) degeneracy. The Nilsson states are most often still characterized
by the \([Nn, \Lambda \Omega]\) quantum numbers even though these are not good quantum numbers, in particular for small deformations.

(ii) According to equation (13.10), orbits with the lower \(\Omega\) values are shifted downwards for positive (prolate) deformations and upwards for negative (oblate) deformations. This can be understood in a qualitative way by looking at the orientations of these different \(\Omega\) orbits relative to the \(z\)-axis.

(iii) For large deformations we see that levels with the same \(n_z\) value are moving in almost parallel lines (see figure 13.4). This peculiar feature is related to a further, underlying symmetry that appears in the deformed shell model (pseudo-spin symmetries).

(iv) Using the spherical basis \(|Nl j \Omega\rangle\) to expand the actual Nilsson orbits.

\[
|\Omega_i\rangle = \sum c^i_{lj} |Nlj, \Omega\rangle.
\]  

(13.14)

that are near to zero-deformation, the coefficients \(c^i_{lj}\) lead to only small admixtures, in particular for the highest \((nlj)\) spherical orbit in each \(N\) shell, i.e. \(1g_{9/2}\) orbit in the \(N = 4\) oscillator shell.

(v) The slope of the Nilsson orbits, characterized by \(|\Omega_i\rangle\) and \(\varepsilon_{\Omega_i}\), is related to the quadrupole single-particle matrix element, or (see equations (13.9) and (13.10))

\[
\frac{d\varepsilon_{\Omega_i}}{d\beta} = -\hbar \omega_0(\delta)|\Omega_i\rangle r^2 Y_{20}(\tilde{r}')|\Omega_i\rangle.
\]  

(13.15)

The matrix elements of the quadrupole operator \(r^2 Y_{20}(\tilde{r}')\) have been evaluated using the \(|Nl j \Omega\rangle\) basis, and are presented in equation (13.10).

It is now possible to determine the total energy of the nucleus as a function of nuclear deformation. This calculation will allow us to determine the stable, nuclear shapes in a very natural way. At first sight one might think of adding the various deformed single-particle energies; however, one should minimize the total many-body Hamiltonian given by

\[
\hat{H} = \sum_{i=1}^{A} t_i + \frac{1}{2} \sum_{i,j} V(i,j).
\]  

(13.16)

The average, one-body field, determined in a self-consistent way by starting from the two-body interaction (Chapter 10), is known to be given by

\[
U(i) = \sum_{\substack{j=1 \atop j \neq i}}^{A} V(i,j),
\]  

(13.17)

and the full Hamiltonian is be rewritten as

\[
\hat{H} = \frac{1}{2} \sum_{i=1}^{A} h_i + \frac{1}{2} \sum_{i=1}^{A} t_i.
\]  

(13.18)

with

\[
h_i = t_i + U(i).
\]  

(13.19)
Figure 13.4. As for figure 13.3 but now for (50 < Z < 82). The figure is taken from Gustafson et al (1967).

In the case of the oscillator potential $U(i)$ and, because of the well-known virial theorem $\langle t_i \rangle = \langle U_i \rangle = \frac{1}{2} \langle h_i \rangle$, we obtain for the total ground-state energy, if deformation is taken into account

$$E_0(\delta) = \langle \hat{H} \rangle = \frac{3}{4} \sum_{i=1}^{A} \langle h_i \rangle = \frac{3}{4} \sum_{i=1}^{A} \epsilon_i(\delta),$$  \hspace{1cm} (13.20)

where $\epsilon_i(\delta)$ denotes the eigenvalues of the Nilsson potential. This procedure allows an approximate determination of the ground-state equilibrium values $\delta_{eq}$ but absolute values are not so well determined since residual interactions are not well treated in the above procedure. A typical variation of $E_0(\delta)$ as a function of deformation is depicted in figure 13.5 where, besides the total energy, the liquid-drop model variation of the total energy (dashed line) is also presented (Chapter 7).

The basic reason for difficulties in producing the correct total ground-state energy resides in the fact that this property is a bulk property and even small shifts in the single-particle energies can give rise to large errors in the binding energy. To obtain both the global (liquid-drop model variations) and local (shell-model effects) variations in the correct way as a function of nuclear deformation, Strutinsky developed a method to combine the best properties of both extreme nuclear model approximations. We do not discuss this Strutinsky procedure (Strutinsky 1967, 1968) which results in adding a
shell correction to the liquid-drop model energy

\[ E = E_{\text{LDM}} + E_{\text{SHELL}}. \tag{13.21} \]

with

\[ E_{\text{SHELL}} = \sum_{i=1}^{A} \varepsilon_i(\delta) - \tilde{E}_{\text{SHELL}}, \tag{13.22} \]

where \( \tilde{E}_{\text{SHELL}} \) subtracts that part of the total energy already contained in the liquid-drop part \( E_{\text{LDM}} \), but leaves the shell-model energy fluctuations. It can be shown that the shell-correction energy is largely correlated to the level density distribution near the Fermi energy. The nucleus is expected to be more strongly bound if the level density is small since nucleons can then occupy more strongly bound single-particle orbits (figure 13.6). As a general rule, in quantum systems, large degeneracies lead to a reduced stability. So, a new definition of a magic or closed-shell nucleus is one that is the least degenerate compared to its neighbours. To illustrate the above procedure in more realistic cases, we show in figure 13.7 the \( E_{\text{SHELL}} \) shell-correction energy, using the modified harmonic oscillator, in which quadrupole, hexadecupole and 6-pole deformations have been included. The presence of the strongly bound (negative \( E_{\text{SHELL}} \) values) spherical shells at 20, 28, 50, 82, 126 and 184 clearly shows up. Many other deformed shells show up at the same time with the corresponding values of \( \varepsilon_2(\varepsilon_4, \varepsilon_6) \) indicated.

The above shell-correction description can also be obtained from Hartree–Fock theory (Chapter 10) when the density \( \rho \) can be decomposed in a smoothly varying part, \( \rho_0 \), and a fluctuating part, \( \tilde{\rho} \), that take into account the shell corrections near the Fermi level (Ring and Schuck 1980).

The Strutinsky and/or Hartree–Fock total energy calculations are the methods to study ground-state properties (binding energy, deformation at equilibrium shape) in many regions of the nuclear mass table.

### 13.2 Rotational motion: the cranking model

Up until now, collective rotational motion was considered to be a purely macroscopic feature related to a bulk property of the nucleus. However, nuclear collective motion
Figure 13.6. Comparison of an equally spaced level density distribution to a schematic shell-model level density. The binding energy of the Fermi level (1), in the right-hand case is stronger than in the left-hand case, whereas for the situation (2), the opposite result is true (taken from Ring and Schuck, 1980).

Figure 13.7. Shell-energy correction diagram in the ($\varepsilon_2$, $N$) plane. The resulting figure is taken from Ragnarsson and Sheline (1984).

is built from a microscopic underlying structure which is necessary to determine the collective variables and parameters.

The cranking model allows the inertial parameters to be determined and has many advantages. It provides a fully microscopic description of nuclear rotation; it handles collective and single-particle excitations on an equal footing and it extends even to very high-spin states. The drawbacks are that it is a non-linear theory and that angular momentum is not conserved.

The first discussion of cranking was given by Inglis (Inglis 1954, 1956) in a semi-classical context. Here, we briefly present the major steps in the derivation of the cranking model: the model of independent particles moving in an average potential which is
rotating with the coordinate frame fixed to that potential.

We consider a single-particle potential \( U \) with a fixed shape rotating with respect to the rotational axis \( \vec{\omega} \) (see figure 13.8). Thus, we can express the time dependence (choosing the axes as shown in figure 13.8) as

\[
U(\vec{r}; t) = U(r, \theta, \varphi - \omega t; 0),
\]

(13.23)

and the time dependence only shows up when a \( \varphi \)-dependence on \( U \) occurs which implies axial asymmetry around the rotational axis \( \vec{\omega} \).

![Figure 13.8](image)

Figure 13.8. Pictorial representation of the rotational axis (\( \vec{\omega} \)) and the rotational motion about it at angular frequency (\( \vec{\omega} \)). The rotational axis is perpendicular to the intrinsic symmetry axis (3).

By means of the unitary transformation \( \hat{U} = \exp(i(\omega/\hbar)Jt) \), with \( \vec{\omega} \cdot \vec{J} = -i\hbar \omega (\partial / \partial \varphi) \), one induces a transformation of an angle \( \varphi = \omega t \) around the rotational axis. We can define the transformed wavefunction as

\[
\psi_r = \hat{U} \psi.
\]

(13.24)

with

\[
i\hbar \frac{\partial \psi_r}{\partial t} = i\hbar \dot{\psi} + \frac{i\hbar}{\partial t} \psi.
\]

(13.25)

or

\[
i\hbar \frac{\partial \psi_r}{\partial t} = (h(t = 0) - \vec{\omega} \cdot \vec{J}) \psi_r.
\]

(13.26)

The latter equation (13.26) contains an explicit time-independent Hamiltonian \( h_\omega \equiv h(t = 0) - \vec{\omega} \cdot \vec{J} \) and can be solved in the standard way, leading to

\[
h_\omega \psi_r = (h(t = 0) - \vec{\omega} \cdot \vec{J}) \psi_r = \epsilon_\omega \psi_r.
\]

(13.27)

We can obtain the eigenvalues of the original Hamiltonian \( h(t) \) as

\[
\epsilon_\omega = \langle \psi | h(t) | \psi \rangle = \langle \psi_r | h(t = 0) \psi_r \rangle = \epsilon_\omega' + \omega \langle \psi_r | \vec{J} | \psi_r \rangle.
\]

(13.28)

with the Coriolis interaction \( \vec{\omega} \cdot \vec{J} \).

For systems with spin, the operator that generates rotations is \( \vec{J} = \vec{I} + \vec{s} \). The orientation of the rotational axis is conventionally chosen as parallel to the \( x \)-axis, and
perpendicular to the symmetry axis. In more complicated situations, we require \( \tilde{\omega} \) to be parallel to a principal axis of the potential. So, the general many-body Hamiltonian of the cranking model is

\[
\hat{H}_\omega = \hat{H} - \omega \hat{J}_z, \quad \left( \hat{J}_z = \sum_{i=1}^{A} \hat{J}_z(i) \right),
\]

\[
= \sum_{i=1}^{A} \hat{h}_\omega(i),
\]

(13.29)

where \( \hat{H} \) is a sum of the individual deformed potentials. The energy in the lab system, \( E(\omega) \) is

\[
E(\omega) = \langle \Psi_\omega | \hat{H} | \Psi_\omega \rangle = \langle \Psi_\omega | \hat{H}_\omega | \Psi_\omega \rangle + \omega \langle \Psi_\omega | \hat{J}_z | \Psi_\omega \rangle.
\]

(13.30)

where \( |\Psi(\omega)\rangle \) describes the ground-state Slater determinant. We can now expand

\[
E(\omega) = E(\omega = 0) + \frac{1}{2} \mathcal{J}_1 \omega^2 + \ldots,
\]

(13.31)

and, since for \( \omega = 0 \) we have \( \langle \Psi_0 | \hat{J}_z | \Psi_0 \rangle = 0 \), and thus

\[
\mathcal{J}(\omega) = \langle \Psi_\omega | \hat{J}_z | \Psi_\omega \rangle = \mathcal{J}_2 \omega + \ldots.
\]

(13.32)

We can point out that \( \mathcal{J}_1 = \mathcal{J}_2 \) and also obtain that

\[
\omega = \frac{d E}{d \mathcal{J}}.
\]

(13.33)

Since the angular frequency is not an observable, we have to find some means to determine it from the actual energies and spins. According to Inglis we can do somewhat better, by including zero-point oscillations, using

\[
\mathcal{J} = \langle \Psi_\omega | \mathcal{J}_z | \Psi_\omega \rangle = \hbar \sqrt{\mathcal{J}(\mathcal{J} + 1)}.
\]

(13.34)

and, in first order, we obtain

\[
\omega = \frac{\hbar \sqrt{\mathcal{J}(\mathcal{J} + 1)}}{\mathcal{J}_1}.
\]

(13.35)

The energy expression finally is

\[
E(\mathcal{J}) = E(0) + \frac{\hbar^2}{2 \mathcal{J}_1} \mathcal{J}(\mathcal{J} + 1).
\]

(13.36)

As the deformed potential of the unperturbed system is filled up to the Fermi level, the perturbation term \( \omega \hat{J}_z \) can excite one-particle one-hole excitations. The perturbed wavefunction becomes in lowest-order perturbation theory

\[
|\Psi\rangle = |\Psi_0\rangle + \omega \sum_{\rho, \chi} \frac{\langle \rho \hbar | \hat{J}_z | \Psi_0 \rangle}{\epsilon_\rho - \epsilon_\chi} a^\dagger_\rho a_\chi |\Psi_0\rangle.
\]

(13.37)
where the Nilsson energies, $\epsilon_p, \epsilon_h$, are the single-particle energies of the deformed Hamiltonian $\hat{H}_{\text{def}}$. The expectation value of $\hat{J}_i$, up to first order in $\omega$, then becomes

$$J = \langle \Psi | \hat{J}_i | \Psi \rangle = 2\omega \sum_{p,h} \frac{|\langle p \hat{h} \hat{J}_i | \Psi \rangle|^2}{\epsilon_p - \epsilon_h}, \quad (13.38)$$

and leads to the Inglis cranking expression for the moment of inertia $J_{\text{Inglis}}$ as

$$J_{\text{Inglis}} = 2 \cdot \sum_{p,h} \frac{|\langle p | \hat{h} \hat{J}_i | h \rangle|^2}{\epsilon_p - \epsilon_h}. \quad (13.39)$$

This Inglis cranking formula leads to moments quite close to the rigid-body moment of inertia\(^1\).

It was pointed out, however, in Chapter 12 (section 12.2) that the experimental moments of inertia are somewhat smaller than these rigid-body values. It is the residual interaction, which was not considered in the above discussion and, the pairing correlations in particular, that give rise to an important quenching in equation (13.39). Not only are the energy denominators increased to the unperturbed $2qp$ energy but also pairing reduction factors become very small when away from the Fermi level that determine the major effects to the reduction.

For realistic, heavy nuclei, the Nilsson deformed potential discussed in section 13.1 will be used with the modifications to the Nilsson single-particle energies due to the term $-\omega \hat{j}_x$. So, the cranked Nilsson model starts from the new, extended single-particle Hamiltonian

$$h'(\omega) = h_{\text{Nilsson}} - \omega \hat{j}_x. \quad (13.40)$$

We discuss, and illustrate in figure 13.9, the salient features implied by the cranking term, for the $sd$-shell orbits.

(i) The Coriolis and centrifugal forces affect the intrinsic structure of a rotating nucleus. Depending on whether a nucleon is moving clockwise or anticlockwise, the Coriolis interaction gives rise to forces that have opposite sign, thus breaking the time-reversal invariance. The nuclear rotation specifies a preferential direction in the nucleus. At $\omega = 0$, the usual Nilsson scheme is recovered.

(ii) The cranked Hamiltonian of equation (13.40) is still invariant under a rotation of $\pi$ around the $x$-axis and the two levels correspond to eigenstates of the `signature' operator $R_z = e^{i\pi \hat{j}_z}$ (with eigenvalues $r_z = \pm i$).

(iii) Some levels show a very strong dependence on the rotational frequency $\omega$, i.e. orbits corresponding to large $j$ and small $\Omega$ values. They show strong $\Omega$-mixing and alignment along the $x$-axis.

(iv) For even–even nuclei at not too large angular velocities, pairing correlations have to be included. These counteract the alignment and try to keep nucleons coupled to form $0^+$ pairs (figure 13.10). For the odd-mass nuclei, the high frequency can bring

---

\(^1\) In a number of books and/or references on collective motion, certain expressions are slightly different with respect to the factors $\hbar$ and $\hbar^2$. Here, the angular momentum operator $\hat{J}_i$ contains the factor $\hbar$ implicitly. If not, all expressions (equations (13.23) through (13.39)), where the angular momentum operator $\hat{J}$ (or $\hat{J}_i$) occurs, need an extra factor $\hbar$ for each power of $\hat{J}$ (or $\hat{J}_i$).
high-lying orbits down to very low energies and even modify the ground-state structure of the intrinsic ground band. The same can also happen in even–even nuclei where, due to the large rotational energy at these high frequencies, the two quasi-particle configuration based on such a pair of highly-aligned particles becomes the yrast configuration (see figure 13.11). This band crossing then results in a number of dramatic changes in the collective regular band structure, known as 'backbending' which is discussed in Box 13a.

The superconducting ground-state pair correlations break up at a critical frequency, ω_{crit}, which may be compared to the critical magnetic field break-up in the superconducting phase of a material at low temperature. The similarity is shown in a schematic, but illustrative, way in figure 13.12.

![Diagram](image)

**Figure 13.9.** The full s – d \((N = 2)\) energy spectrum. The various terms contributing to the splitting of the \((N + 1)(N + 2)\) degeneracy are given in a schematic way. Subsequently the orbit \(\hat{l}^2\), spin-orbit \(\hat{l} \cdot s\), axially deformed field and cranking term gives an additional breaking contribution to the degeneracy. These degeneracies, as well as the corresponding good quantum numbers are indicated in each case (taken from Garrett, 1987).

### 13.3 Rotational motion at very high spin

#### 13.3.1 Backbending phenomenon

In the present chapter it has been shown that a large amount of angular momenta can be obtained by collective motion (i.e. a coherent contribution of many nucleons to the rotational motion). It is important that the nucleus exhibits a stable, deformed shape. Subsequently, rigid rotation will contribute angular momentum and energy according to the expression

\[
E(I) = E_0 + \frac{\hbar^2}{2\mathcal{J}} J(J + 1).
\]  

This collective band structure does not give the most favourable excitation energy for a particular spin. In section 13.2, it was shown that for high rotational frequencies around
an axis perpendicular to the nuclear symmetry axis, alignment can result and the strong Coriolis force \( \vec{\omega} \cdot \vec{J} \) gradually breaks up the pairing correlations. Thus, other bands can become energetically lower than the original ground-state intrinsic band. This crossing phenomenon is associated with ‘backscattering’ properties (see later).

Besides the first, collective rotational motion, angular momentum can be acquired by non-collective motion. Here, the alignment of the individual nuclear orbits along the nuclear symmetry axis contributes to the total nuclear spin. The system does not have large deformed shapes but remains basically spherical or weakly deformed. The two processes are illustrated in figure 13.13.

A large variety of band structures have been observed in deformed nuclei. In general, quite important deviations appear relative to the simplest \( J(J+1) \) spin-dependence given in equation (13.41). An expansion of the type

\[
E(J) = E_0 + AJ(J+1) + B(J(J+1))^2 + C(J(J+1))^3 + \ldots.
\]

is quite often used. The drawback is the very slow convergence. The cranking formula for the energy, now expressed in terms of the rotational frequency, and higher-order
Figure 13.11. In the extreme left-hand part, the pairing effect for two quasi-particle excitations is given. To the right, the effect of Coriolis plus centrifugal terms is illustrated for a highly-aligned high-\(j\) low-\(\Omega\) configuration. The experimental points correspond to the yrast sequence in \(^{168}\text{Hf}\) and are compared with the cranking model calculations (lines). The various separate contributions from the nuclear Hamiltonian are clearly given. It is shown that at the crossing frequency (\(\hbar \omega_c\)) the rotational 'correlation' energy counteracts the nuclear pairing correlation energy (taken from Garrett 1987).

Figure 13.12. Comparison of rotational and temperature-dependent quenching of nuclear pair correlations and the magnetic- and temperature-dependent quenching of 'superconductivity'.
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Figure 13.13. Two different ways of describing angular momentum for a given nucleus (upper part). In the case (a), the nucleus acquires angular momentum by a collective rotation, resulting in a simple yrast spectrum. In case (b), the nucleus changes its spin by rearranging individual nucleon orbits resulting in complex energy spectra (Mottelson 1979).

series have been used with a lot of success. The parametrization of Harris (1965) gives the expansion

$$E(J) = \alpha \omega^2 + \beta \omega^4 + \gamma \omega^6 + \ldots.$$  (13.43)

The relations connecting $E$, $\omega$ and $J$ are given in the cranking equation and, needing an equation giving $J$ as a function of $\omega$ (and higher powers), we use

$$\frac{dE}{d\omega} = \frac{dE}{dJ} \frac{dJ}{d\omega} = \hbar \omega \frac{dJ}{d\omega},$$  (13.44)

and

$$J(\omega) = 2\alpha \omega + \frac{4}{5} \beta \omega^3 + \frac{6}{5} \gamma \omega^5 + \ldots.$$  (13.45)

$$\mathcal{J}(\omega) = 2\alpha + \frac{4}{5} \beta \omega^2 + \frac{6}{5} \gamma \omega^4 + \ldots.$$  (13.46)

So, a plot of $\mathcal{J}$, as a function of $\omega^2$, will give a mainly linear dependence, if just a two-parameter Harris formula is used (figure 13.14).

Nuclei can be obtained in these very high angular momentum states, mainly through heavy-ion induced reactions (HI. x.rn) (Morinaga 1963). The states that are populated subsequently, decay, through a series of statistical low-spin transitions, into the high-spin lower energies yrast structure (figure 13.15).

A most interesting way to study the high-spin physics can be obtained by plotting the moment of inertia against the rotational frequency squared $(\omega)^2$, since, using the Harris parametrization, in lowest order (equation (13.46)), a quadratic relationship results. For low-spin values one indeed observes straight lines that follow the data points to a good approximation (see the examples of $^{158}$Dy and $^{162}$Er in figure 13.16). In these two nuclei,
Figure 13.14. A plot of the moment of inertia $2\mathcal{J}/\hbar^2$ (MeV$^{-1}$) versus the square of the angular frequency $(\hbar\omega)^2$ (MeV$^2$) (see text for ways how to extract these quantities from a given rotational band) (taken from Johnson and Szymanski 1973).

Figure 13.15. Excitation energy plotted against angular momentum in a nucleus with mass $A \approx 160$ that is produced in an ($^{40}$Ar,$4n$) reaction. The range of angular momentum and energy populated in such a reaction is shown together with the decaying, statistical gamma decay cascades (taken from Newton 1970).
however, a very steep, almost vertical, change shows up: the \( \omega \) value remains constant while the moment of inertia increases rapidly. This picture presents a serious breakdown of the classic rotational picture and has been called ‘backbending’. The first examples were studied by Johnson et al in \(^{162}\)Dy (Johnson et al 1971) and it is striking that the energy difference between adjacent levels in the ground-state band.

\[
\Delta E_{J,J-2} = \frac{\hbar^2}{2J} (4J - 2).
\]  

(13.47)

exhibits a decrease for certain spin values.

\[\text{Figure 13.16. Illustration of the moment of inertia } (2J/\hbar^2) \text{ against the angular frequency } (\hbar \omega)^2 \text{ for } ^{162}\text{Er and } ^{158}\text{Dy.}\]

In constructing the \( J = J(\omega^2) \) plots, we need to have a good value for the nuclear, rotational frequency \( \omega \), as deduced from the observed energies and spin-values, since the classical value gives

\[
\omega = \frac{dE}{dJ}.
\]  

(13.48)

one should, of course, in a quantum mechanical treatment, plot the derivative against the value of \( \sqrt{J(J+1)} \), to give

\[
\hbar \omega = \frac{dE}{d\sqrt{J(J+1)}}.
\]  

(13.49)

and if we use energy differences between \( J \) and \( J - 2 \) levels, the result is

\[
(\hbar \omega)_2 \approx \frac{\Delta E_{J,J-2}}{\sqrt{J(J+1)} - \sqrt{(J-1)(J-2)}}.
\]  

(13.50)

in contrast to the simpler expression

\[
(\hbar \omega)_1 \approx \frac{\Delta E_{J,J-2}}{2}.
\]  

(13.51)
Figure 13.17. Total potential energy curves (as a function of the angular momentum) for the two even-even nuclei $^{132}$Ce and $^{152}$Dy, as a function of quadrupole deformation. The various minima in the potential ($\varepsilon, \gamma$) energy surface are shown at fixed spin values of $40\hbar$ in $^{132}$Ce and $^{152}$Dy (right-hand part). (Taken from Nolan and Twin 1988. Reproduced with permission from the Annual Review of Nuclear Science 38 © 1988 by Annual Reviews Inc.)

An even better expression of equation (13.50) takes the 'curvature' correction in the derivative versus $J(J + 1)$ into account, such that

$$
\Delta(\sqrt{J(J+1)}) = \frac{d\sqrt{J(J+1)}}{dJ(J+1)} \Delta J(J+1) = (2J-1)/\sqrt{J^2 - J + 1},
$$

and gives the value

$$
(\hbar\omega)_3 = \frac{\Delta E_{J(J-2)}}{2J-1} \sqrt{J^2 - J + 1}.
$$

The higher band could (i) correspond to a larger deformation compared to the ground-state band, (ii) correspond to the non-superfluid state, through the Coriolis anti-pairing effect (Mottelson and Valatin 1960) (CAP) or (iii) be a particular two-quasi-particle band with large angular momentum alignment along the rotational axis. The backbending then results in the sudden aligning of a pair of nucleons, as discussed in section 13.2.
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Figure 13.18. The level scheme of $^{152}$Dy. All energies are given in keV. The coexistence of a number of quite distinct structures: normal deformed bands (left), non-collective particle-hole structure (middle) and superdeformed band (right), are shown (taken from Wood et al 1992).

13.3.2 Deformation energy surfaces at very high spin: super- and hyperdeformation

As was pointed out in section 13.1, the total energy of the deformed atomic nucleus cannot be obtained in a reliable way at large deformations because the bulk part of the total energy is not properly accounted for in the Nilsson model. With the Strutinsky prescription this becomes feasible.

Similarly, total energy surfaces can be calculated as a function of angular momentum $J$ and deformation, using the same methods but now we have to determine the energy of a rotating, liquid drop as the reference energy $E_{\text{LDM}}$ (rotating). The total energy is

$$E(\beta, \gamma, J) = E_{\text{LDM}}(\text{rotating}; \beta, \gamma, J) + E_{\text{shell}}(\beta, \gamma, J),$$  \hspace{1cm} (13.54)

and can be evaluated, either at constant frequency $\omega$ or at constant angular momentum $J$. One then has to diagonalize the Nilsson, or more generally, deformed potential in the rotating frame $\omega$ which is called solving for the 'Routhian' eigenvalues and eigenfunctions.

Many such calculations have been carried out in deformed nuclei but also in a number of light $p$ and $sd$-shell nuclei: (Åberg et al 1990).

It was shown in these studies that the total energy surfaces, as a function of
Figure 13.19. Schematic illustration of the backbending mechanism. In the upper part the crossing bands, the ground-state band and the excited band, corresponding to the moments of inertia, $I_{\text{pairing}}$ and $I_{\text{neg}}$, respectively, are given as a function of $J(J + 1)$. In the lower part, the $2J/h^2$ versus $(h\omega)^2$ figure, deduced from the upper part, is constructed. The various curves: full line, dotted line, dashed line and dot-dashed lines correspond to various situations where the mixing between the two bands at and near the crossing zone varies from zero to a substantial value.

Angular momentum, gave rise to particularly stable shapes with axes ratio 2:1:1 (axially symmetric). The existence of these strongly elongated shapes was known from fission isomeric configurations in the $A \approx 220$ region. There was some evidence for such shapes in the region near $A \approx 150$. The essential idea, emphasized by the cranking calculations, was that a precise value of rotational motion was necessary to stabilize the very strongly deformed nuclear shape (figure 13.17).

Since its discovery in 1985, superdeformation has become, both experimentally and theoretically a very active subfield in nuclear physics research. By now, many examples in both the $N = 86$ region but also in the much heavier region around $^{194}$Hg have been observed. The dramatic level spectrum of $^{152}$Dy is shown in figure 13.18 where a superdeformed band extends up to spin $J = 60h$ (Wood et al. 1992).

Detailed review articles have recently been written by Åberg et al. (1990), Nolan and Twin (1988), Janssen and Khoo (1992) and we refer the reader to these very instructive articles for more details.

The physics described in this backbending phenomenon can be understood in terms
of the crossing of two bands (in a number of cases, higher backbending points have been observed). We illustrate this in figure 13.19 where we consider two bands with slightly different moments of inertia: a ground-state with moment of inertia ($J_{\text{pairing}}$) and a rigid rotor moment of inertia ($J_{\text{rigid}}$) where the latter is the bigger one. Since the remaining residual interaction is a function of the coupling strength a crossing (no-crossing rule) does not occur and we obtain a region where

$$\frac{d\omega}{dJ} = \frac{d^2E}{dJ^2} < 0. \quad (13.55)$$

becomes negative. The ideal rotational spectra then correspond to horizontal lines in the $J = J(\omega^2)$ plots and it is the intersections which cause the transitions (in discrete or smooth transitions from the ground-state band into the upper band with the higher moment of inertia. If we could stay in the ground-state band, a smooth behaviour would be observed. The data, however, normally go across the levels of the yrast band structure.

In the above discussion, not very much was said about the physics of the higher band, which crosses the ground-state band at a critical frequency $\omega_{\text{crit}}$.

It is important to use high-resolution germanium detectors with the largest possible
fraction of detected events in the full energy peak in order to be able to observe
the very weak $\gamma$-transitions in the superdeformed band. Various constraints ($\gamma$-$\gamma$
coincidences, energy sum restrictions, etc) emphasize the need for large detector arrays.
It was the TESSA-3 array at Daresbury, UK, that allowed for the first identification of
superdeformed structures. In the USA, a super-array, ‘Gammasphere’ will be constructed
for high-multiplicity gamma ray detection and the outline is presented in figure 13.20
(Goldhaber 1991).

While many superdeformed bands have been observed and catalogued (Firestone
and Singh 1994), the precise excitation energy as well as the exact spin values have also
been a point of discussion and serious experimental search. This is partly due to the
fact that at these high excitation energies between 5–8 MeV, the density of states with
more ‘standard’ deformation is very high and so the very superdeformed band levels are
embedded in a background of states that will ‘drain’ out intensity in the $\gamma$-decay, resulting
in an almost continuous low-energy $\gamma$-ray bump in the observed spectra. There is still
a chance of direct single-step transitions that may well be detected by imposing severe
coincidence constraints between known $\gamma$-transitions within the superdeformed band and
transitions within the low-energy bands (Janssens and Stephens 1996, Beausang et al
1996, Garrett et al 1984). Such experiments have now been carried out with positive
results. The first one at Gammasphere, detecting unambiguous single-gamma transitions
in the nucleus $^{194}$Hg (see figure 13.21) was performed by Khoo et al (1996). This method
allows for a unique determination of excitation energy and, eventually, of the precise spin
values in the superdeformed bands.

Speculations have been made recently about even more elongated shapes that seem
to be allowed by the cranked, very-high-spin deformed shell-model calculations (Phillips
1993, Garrett 1988). These hyperdeformed states correspond to elongated nuclei with an
ellipsoidal shape at a major-to-minor axis ratio of 3:1 and may indeed occur at very high
spin. It is not obvious, however, whether such states of extreme deformation can indeed
be formed and give rise to a unique sequence of $\gamma$-transitions, deexciting while staying
within the hyperdeformed band structure. It seems that at these very elongated shapes,
the potential barrier preventing proton emission is reduced at the tips of the nucleus and
so cooling via proton emission of the highly excited compound nucleus may result.

It was a team headed by Galindo-Uribarri (Galindo-Uribarri et al 1993) that carried
out experiments at Chalk River using a beam of $^{37}$Cl bombarding a target of $^{120}$Sn thereby
forming the $^{157}$Ho compound nucleus. The emission of a single proton and a number of
neutrons meant that the final nucleus was a dysprosium (Dy) isotope. Using the emitted
proton as one element in detecting coincident gamma-rays in the final Dy nucleus, the
final intensity observed could be enhanced to an observable level. From the nuclear
reaction kinematics and other hints it seemed as if the most probable elements studied
were $^{152}$Dy and $^{153}$Dy. The final analyses suggested the observation of a rotational band
with a moment of inertia much larger than those of corresponding superdeformed bands
in these Dy isotopes. Translated into axis ratios, the observed result was consistent with
a ratio of almost 3:1.

At present, a generation of very powerful gamma-ray spectrometers, spanning a
full 4$\pi$ geometry are in use: Gammasphere in the USA (Goldhaber 1991), Eurogam
(UK/France), GASP (Italy) with, in the near future, Euroball (a joint project between
Denmark, France, Germany, Italy, Sweden and the UK) (Lieb et al 1994) and an upgrade
Figure 13.21. Spectrum of $\gamma$-rays, in coincidence with the superdeformed band in $^{194}$Hg. The high-energy portion of the spectrum shows some of the transitions associated with the decay out of the superdeformed band. The study resulted in a partial level scheme as shown in the upper part of the figure. (Reprinted from Janssens and Stephens (©1996 Gordon and Breach.)
of Gammasphere to become active. These set-ups will most probably allow detection of the very elongated shapes suggested by theory but, even more interestingly, hope of finding unexpected new modes of motion is increasing.

In conclusion, it is appropriate to point out once again the stabilizing effect created by rapid nuclear rotation. This can even result in particular stable and stabilized nuclear shapes with large elongations for specific proton and neutron numbers. This result has been one of the most surprising to appear in the dynamics of the nuclear A-body problem.

Having studied in some detail the organizational characteristics of nucleons moving in the nucleus under the influence of the short-ranged nuclear binding forces, such as the nuclear shell structure, nuclear collective vibrational and rotational motion. . . . it is a good point to leave this subject.

In the remaining chapter we start to explore the new exotic and quite often unexpected properties that appear when the nucleus and its constituents are explored at a much higher energy scale and thus at a much larger level of fine detail inside. So we come into contact with sub-nucleonic degrees of freedom and also observe how the violent nucleus-nucleus collisions may lead to the creation of totally new forms of 'nuclear' matter.
Box 13a. Evidence for a ‘singularity’ in the nuclear rotational band structure

It has been shown that the rotational band structure in doubly-even deformed nuclei implies moments of inertia that, in some cases, strongly deviate from the simple picture of a rigid rotor. Nucleons are strongly coupled into \( 0^+ \) pairs in the lowest, intrinsic ground-state structure. The rotational motion and the corresponding strong Coriolis force, which try to break up the pairing correlations, lead to a regular, smooth increase of the moment of inertia with increasing angular momentum in the nucleus. A critical point was suggested to appear around \( J = 20 \), where a transition occurred into a non-pairing mode (in units \( \hbar \)). So, one has to study the properties of nuclear, collective bands at high spin.

A large amount of spin can be brought into the nucleus using \((\text{HI}, xn)\) or \((\alpha, xn)\) reactions. The ground-band in \(^{160}\text{Dy}\) was studied by the \((\alpha, 4n)\) reaction on \(^{160}\text{Gd}\) with 43 MeV \(\alpha\)-particles at the Stockholm cyclotron (Johnson et al 1971). The transitions following this reaction are presented in figure 13a.1 and are clearly identified up to spin 18.

![Figure 13a.1. The \(\gamma\)-ray spectrum recorded at an angle of \(\theta = 125^\circ\) relative to the beam. The indicated peaks are assigned to the \((\alpha, 4n)\) reaction leading to final states in \(^{160}\text{Dy}\) (taken from Johnson et al 1971).](image)

Measurements of the excitation function for the gamma transitions and angular distribution coefficients of the various transitions, combined with coincidence data prove that all of the above gamma transitions belong to \(^{160}\text{Dy}\).

It can be concluded that a cascade of fast \(E2\) transitions is observed, up to spin 18. The regularity in the band structure is clearly broken when the \(18^+ \rightarrow 16^+\) and \(16^+ \rightarrow 14^+\) transitions are reached. We discussed in section 13.3 that, for an axial rotor, the angular rotational frequency and moment of inertia are defined according to the expressions

\[
h \omega = \frac{dE}{d\sqrt{J(J+1)}}. \tag{13a.1}
\]
and the way to evaluate the derivatives, using finite differences, has been outlined in section 13.3. The drastic change in the moment of inertia, plotted as a function of $\omega^2$ when the 16$^+$ state is reached, can be interpreted as due to a phase transition between a superfluid state and the normal state. When the pairing correlations disappear, the moment of inertia should rapidly reach the rigid rotor value (see figure 13a.2). The rotational frequency remains almost constant in $^{160}$Dy with a steady increase in the moment of inertia with increasing angular momentum.

Figure 13a.2. The moment of inertia ($2J/\hbar^2$) in $^{160}$Dy as a function of rotational frequency. The horizontal dashed line represents the moment of inertia corresponding to rigid rotational motion (taken from Johnson et al. 1971).

These observations represented the first, direct evidence for large deviations from the regular behaviour of a ground-state rotational band and clearly indicate the presence of other, nearby bands which modify the yrast structure.
Box 13b. The superdeformed band in $^{152}$Dy

In section 13.3, it was pointed out that rapid rotation can stabilize the nuclear shape at extreme elongations for certain proton and neutron numbers. Thereby, shell and energy corrections produce local maxima that remain over a rather large span of angular momenta. The axes ratio 2:1:1 was suggested in the mass region $A \approx 150$ near $N = 86$ to give rise to very large deformed shapes, called 'superdeformation'.

The first superdeformed band was observed in $^{152}$Dy by Twin et al. (1986) in $^{108}$Pd ($^{48}$Ca, xn)$^{156-158}$Dy reaction, carried out at the TESSA-3 spectrometer in Daresbury. In the reaction, the projectile and target fuse to form a compound nucleus with an excitation energy of 70–90 MeV and maximum spin of 70h. The compound nucleus boils off a number of nucleons (neutrons mainly) followed by gamma-ray emission. The reaction used to populate $^{152}$Dy and the resulting, complex gamma spectrum is shown in figure 13b.1: 30% of the reaction is to $^{152}$Dy but only 0.3% goes to the superdeformed band. A critical factor therefore is the signal-to-noise ratio, and it is necessary to use high-resolution Ge detectors in order to be able to obtain excellent statistics in experiments that last a few days.

**Figure 13b.1.** The top inset shows schematically the reaction $^{108}$Pd ($^{48}$Ca, xn)$^{156-158}$Dy. The total gamma-ray spectrum is composed of transitions from all the final products from the reaction. One can select decays in $^{152}$Dy by a coincidence condition so that $\gamma$-transitions, associated with the superdeformed band, are clearly distinguished. (Taken from Nolan and Twin 1988. Reproduced with permission from the *Annual Review of Nuclear Science* 38 © 1988 by Annual Reviews Inc.)
The TESSA-3 spectrometer (total energy suppression shield array) combines 12 or 16 Ge detectors, surrounded by a suppression shield of NaI and/or BGO detectors to form an inner calorimeter or ball. The peak efficiency in the Ge detectors can be increased to 55–65% for Compton suppressed systems, at the same time increasing the coincident $\gamma$-$\gamma$ event rate from 3% to 36%. The central BGO Ball acts as a total energy detector (covering a solid angle of $\approx 4\pi$) and this sum energy data from the Ball can be used to select particular reaction channels leading to $^{152}$Dy. In this particular case (see also figure 13.18) a selection of the channel can be made since essentially all $\gamma$-rays decaying from the high-spin states decay through a 60 ns isomeric state with spin $17^+$. The total ensuing improvement in the signal-to-noise ratio due to the coincidence condition is clearly seen in the spectrum of figure 13b.1. The TESSA-3 set-up is illustrated in figure 13b.2.

![Figure 13b.2. The TESSA-3 detector array. (Taken from Nolan and Twin 1988. Reproduced with permission from the Annual Review of Nuclear Science 38 © 1988 by Annual Reviews Inc.)](image)

The superdeformed $\gamma$-spectrum in $^{152}$Dy is given in figure 13b.3 and was obtained by setting gates on most members of the band. The spectrum is dominated by a sequence of 19 transitions with a constant spacing of 47 keV. From their intensities, an average entry spin to the yrast band was determined as $21.8\hbar$ and so the spin of the final state in the superdeformed band should, most probably, be even higher. The energies of the oblate, prolate and superdeformed states are plotted as a function of spin with the assumption that the superdeformed band becomes yrast between $50\hbar$ and $60\hbar$. The precise energy and spin values of the superdeformed band are, however, not yet firmly known (figure 13b.4).

Further information was obtained for the quadrupole moment of the band. The data correspond to a value of $Q_0 \approx 19$ eb, which is equivalent to a $B(E2)$ strength of 2660 sp units and indicates a deformation parameter of $\epsilon_2 = 0.6$. These values (even taking conservative error bars into account) indicate a collective band structure which does indeed conform with theoretical values and can correctly be called a superdeformed band.

Various other interesting information relating to the moments of inertia, the feeding process into the superdeformed band are discussed by Nolan and Twin (1988).
Figure 13b.3. Gamma transitions linking members of the superdeformed band in $^{152}$Dy. The spins assigned to these superdeformed band members are given at the top of the gamma peaks. More details on how this band is discriminated from the huge amount of gamma transitions are found in Nolan and Twin (1988). (Reproduced with permission from the Annual Review of Nuclear Science 38 © 1988 by Annual Reviews Inc.)

Figure 13b.4. A schematic illustration of the proposed gamma-ray decay paths in $^{152}$Dy starting from a high-spin entry point. Only a small (~ 10%) branch feeds the superdeformed (SD) band which is assumed to become yrast at a spin of 50-55h. The de-excitation of this SD-band shows up near spin 26h when the band is about 3-5 MeV above the yrast band and a statistical gamma decay pattern connects it to the lower-lying oblate states with spins lying between 19h-25h. (Taken from Nolan and Twin 1988. Reproduced with permission from the Annual Review of Nuclear Science 38 © 1988 by Annual Reviews Inc.)
NUCLEAR PHYSICS AT THE EXTREMES OF STABILITY: WEAKLY BOUND QUANTUM SYSTEMS AND EXOTIC NUCLEI

14.1 Introduction

Nuclear structure has been studied and discussed in Chapters 10 to 13 by studying the response of the nucleons to external properties like exciting (heating) to higher excitation energies and rapidly cranking the nucleus. Thereby, we have come across a number of specific degrees of freedom like the existence of an average field that can even be deformed and various reorderings of nucleons in such an average field (elementary vibrational excitations, rotational bands, etc). This has given rise to a very rich spectrum and shows how the nuclear many-body system behaves but is still under the constraint of describing nuclei near to the region of $\beta$-stability.

In this chapter, we shall discuss a third major external variable that allows us to map the nuclear many-body system: changing the neutron-to-proton ratio $N/Z$, or equivalently the relative neutron excess $(N - Z)/A$, thereby progressing outside of the valley of $\beta$-stable nuclei. A number of rather general questions have to be posed and, if possible, answered: how do nuclei change when we approach the limits of stability near both the proton and neutron drip lines? In section 14.2 we discuss a number of theoretical concepts like the changing of the mean-field concept and the appearance of totally new phenomena when we reach systems that are very weakly bound (nuclear halos, skins and maybe even more exotic structures) as well as the experimental indications that have given rise to developing totally new and unexpected nuclear structure properties. In section 14.3 we discuss the development of radioactive ion beams (RIBs), the physics of creating new unstable (radioactive) beams with a varying energy span from very low energy (below the Coulomb energy) up to a few GeV per nucleon, as well as the intriguing and challenging aspects related to performing nuclear reactions with unstable beams and reaching into the nuclear astrophysics realm. Finally, in a short section 14.4, we close this chapter with a personal outlook as to where these new methods and the quickly developing field of nuclear physics in weakly bound quantum systems may bring us.

14.2 Nuclear structure at the extremes of stability

14.2.1 Theoretical concepts and extrapolations

In Chapter 7 (equations (7.30)), we have defined the edges of stability through the conditions $S_p = 0$ and $S_n = 0$, delineating the proton and neutron drip lines, respectively. In figure 14.1, we draw the system of nuclei in which one can observe the 263 stable isotopes, the approximately 7000 particle-stable nuclei predicted to exist within the drip
lines and the change in the upper part because of the rapidly increasing decay rates for fission and α-decay. A nucleus like $^{160}$Sn with 50 protons and 110 neutrons is theoretically particle-stable but, at present, no means are available to study the wide span from the doubly closed shell region $^{132}$Sn (with 82 neutrons) to the unknown territory towards the neutron drip line.

![Figure 14.1](image)

**Figure 14.1.** Map of the existing atomic nuclei. The black squares in the central zone are stable nuclei, the larger inner zone shows the status of known unstable nuclei as of 1986 and the outer lines denote the theoretical estimate for the proton and neutron drip lines (adapted from Hansen 1991).

Besides a number of binding energy considerations, on the level of the liquid-drop model expression, eventually refined with shell corrections, one of the questions of big importance is to find out about the way in which the nuclear average field concept, and the subsequent description of nuclear excitation modes using standard shell-model methods (see Chapters 10 and 11), can be extrapolated when going far out of the region of β-stability. Even though it is known that the isospin $((N - Z)/A)$ dependence of the average field is determined through the isospin dependence of the basic nucleon–nucleon interaction, the changing single-particle structure as well as the changing properties of nuclear vibrations are largely unknown when approaching those regions where neutron single-particle (or proton-particle) states are no longer bound in the potential well.

We illustrate in figure 14.2 what kind of modifications might be expected when approaching the doubly closed $^{100}$Sn nucleus (which becomes the heaviest $N = Z$ nucleus known at present—see Box 14a for a more detailed discussion of the first experimental observation of this nucleus). In studying the single-particle variation of the proton single-particle states when $^{100}$Sn is approached, starting from the region of β-stability, one observes a decreasing binding energy of the unoccupied proton orbitals just above $Z = 50$. The best evidence, at present, derived from a number of theoretical studies and making use of extrapolations of experimental information from neutron deficient Zr, Nb, Mo, Tc, Ru, Rh, Pd, Ag, Cd, In nuclei indicates unbound proton 2d$_{5/2}$ and 1g$_{7/2}$ states
(the Coulomb field barely localizes these states) and fully unbound higher-lying proton orbitals \(2d_{3/2}, 3s_{1/2}\) and \(1h_{11/2}\). Those proton orbitals appear in the continuum of positive energy states and thus the standard nuclear structure shell-model problem is completely changed: one can no longer separate the unbound and bound energy regions. Bound nuclear structure and reaction channels (proton-decay, proton pair scattering and decay) now form a fully coupled system. This indicates that the separation of the way in which the Hartree–Fock mean field and the pair scattering processes (BCS correlations) could be determined now fails. Calculations have been carried out by the group of Nazarewicz and Dobaczewski (Nazarewicz et al 1994, Dobaczewski et al 1994, 1995, 1996a, 1996b) and by Meng and Ring (1996).

![Diagram of neutrons and protons](image)

**Figure 14.2.** Schematic figure showing both the potential and the single-particle states corresponding to the doubly magic nucleus \(^{100}\)Sn. It is shown that for the unoccupied proton particle states, the Coulomb potential causes a partial localization in the vicinity of the atomic nucleus (proton single-particle resonances).

We present some salient features of those calculations of Hartree–Fock single-particle energies as discussed in detail by Dobaczewski et al (1994) (see figure 3 of that paper) for the \(A = 120\) isobars. The spectrum corresponding to positive energies (unbound part) remains discrete because the whole system is put in a large, albeit finite, box. One clearly notices that the major part of the well-bound spectrum (the single-particle ordering and the appearance of shell gaps at 50, 82, 126) does not change very much when entering the region of very neutron-rich nuclei. A closer inspection, however, signals a number of specific modifications with respect to energy spectra in the region of stability. At positive energy and for the neutron states, one observes a large set of levels with almost no neutron number dependence, for the low angular momentum values. In such states (low angular momentum), no centrifugal barrier can act to localize states and thus there is almost no dependence on the properties of the average potential. For the proton states, a weak \(Z\) dependence shows up, because the Coulomb potential (which amounts to 5 MeV in \(^{100}\)Zn and 9 MeV in \(^{100}\)Sn) has a clear tendency to keep single-particle motion within the nuclear interior. This particular effect is even enforced for higher angular momentum states, such that the known shell gaps are not easily modified or destroyed. The latter
Figure 14.3. Two-neutron separation energies for spherical nuclei with neutron numbers $N = 80, 82, 84$ and 86 and even proton number, determined from self-consistent Hartree–Fock–Bogoliubov calculations. The arrows indicate the approximate positions for the neutron and proton drip lines (courtesy of W Nazarewicz (1998) with kind permission).

states can be described as quasi-bound resonances. These results hold also for other $A$ values too.

The pairing force seems to play an important role in these neutron-rich nuclei near the drip line due to scattering of nucleon pairs from the bound into the unbound single-particle orbitals which gives rise to the formation of an unphysical 'particle-gas' surrounding the atomic nucleus (Dobaczewski et al 1984). Only a correct treatment of the full Hartree–Fock–Bogoliubov (HFB) problem treating the interplay of the mean-field and the nucleon pair scattering into the continuum can overcome the above difficulties. A detailed treatment of the effect of pairing correlations on a number of observables is discussed by Dobaczewski et al (1996b). This generalized treatment has a number of drawbacks such as the fact that the shell structure cannot easily be interpreted as related to a given set of quasi-particle energies $E_\alpha$ as eigenvalues of the HFB Hamiltonian. Without going into technical details (Dobaczewski et al 1994, Nazarewicz et al 1994), one can calculate the expectation value of the single-particle Hamiltonian, including occupation numbers (pairing correlations included), in the basis which diagonalizes the single-particle density. As the density goes to zero for large distances, these diagonalized (or canonical) states are always localized. These values of $E_{\text{HFB}}$ obtained in such a self-consistent calculation have a clear interpretation in the vicinity of the Fermi energy only.

One observes that the shell gap at $N = 82$ decreases in an important way (figure 14.3) on proceeding away from the region of the valley of stability towards the neutron drip line. Calculations have been performed by Dobaczewski et al (1996b). This particular
quenching at the neutron drip line seems only effective in those nuclei with $N < 82$. This is at variance with nuclei near the proton drip line because the Coulomb potential prevents the low-$j$ unbound states from approaching the bound state spectrum and so does not imply particularly strong modifications.

In conclusion, the essential result of treating the coupling of the bound states to the continuum of the particle spectrum in a self-consistent way, combined with a large diffuseness of the neutron density and subsequently of the central potential, results in a modified single-particle spectrum reminiscent of a harmonic-oscillator well without a centrifugal term $\ell^2$ but including the spin-orbit part. It could of course well be, as discussed before, that the opening of reaction channels at very low energy alters the standard description, in terms of a mean field, radically and thus would signal the breakdown of putting the nucleon–nucleon interactions in a mean field as an approximate first structure. An illustration of the possible modifications of the nuclear shell structure in exotic nuclei, approaching the neutron drip-line region, is presented in figure 14.4.

![Nuclear Shell Structure Diagram](image)

**Figure 14.4.** Nuclear single-particle ordering in various average fields. At the far left one uses a spin-orbit term only, corresponding to a rather diffuse nuclear surface. Next, the fully degenerate harmonic oscillator spectrum is shown (for $N = 4$ and $N = 5$, only). The following spectrum corresponds to a potential with a vanishing spin-orbit term but including an $\ell^2$ term and, at the extreme right, the nuclear single-particle spectrum for nuclei in or close to the region of stable nuclei is given (taken from DOE/NSF Nuclear Science Advisory Committee (1996), with kind permission).

Precisely in this region extrapolations will fail and exotica such as a neutron ‘stratosphere’ around the nuclear core as diluted neutron gas, formation of cluster structures, etc, may well show. Much development work, on a firm theoretical basis, still needs to be carried out.
Another issue in exploring the light $N = Z$ self-conjugate nuclei shows up in the region of nuclei that are very difficult to create (see the search for the doubly-closed shell nucleus $^{100}$Sn). These are nuclei in which one can follow how isospin impurities evolve in the $0^+$ ground state, starting from the very light $N = Z$ nuclei like $^4$He,$^{16}$O and moving up to the heaviest $N = Z$ systems. For these nuclei, when moving along the line of $N = Z$ nuclei as a function of proton number $Z$, one can also try to find out about a component of the nucleon–nucleon interaction that is not so well studied in nuclei, i.e. the possible proton–neutron pairing component in both the $T = 0$ and $T = 1$ channels. The $T = 1$ pairing channel is very well studied in many nuclei (Chapter 11) with a number of valence protons or neutrons outside closed shells. The signature is the strong binding of these valence nucleons in $0^+$ coupled pairs. In $N = Z$ nuclei, other components become dominant that are exemplified by singularities in binding energy relations at $N = Z$. At present, one wants to study how quickly the $T = 1$ pairing nucleon–nucleon interactions take over in the determination of low-lying nuclear structure properties when moving out of $N = Z$ nuclei and, more importantly, to identify clear fingerprints for the appearance of a strong $T = 0$ neutron–proton ‘pairing’ collective mode of motion. Both theoretical and experimental work is needed to elucidate this important question in nuclear structure. The specific issues that appear in determining the structure of very weakly bound quantum systems and the new phenomena that appear when these conditions are fulfilled will be amply discussed in the next section, indicating some basic quantum-mechanical consequences from the very small binding energy as well as illustrating the compelling and rapidly accumulating body of experimental results. This field is termed ‘drip-line’ physics.

14.2.2 Drip-line physics: nuclear halos, neutron skins, proton-rich nuclei and beyond

(a) Introduction: neutron drip-line physics

Nuclear stability is determined through the interplay of the attractive nucleon–nucleon strong forces and the repulsive Coulomb force. In Chapter 7, these issues were discussed largely from a liquid-drop model point of view in which the stability conditions against protons and neutrons just being bound, fission and $\alpha$-decay have been outlined. In Chapters 8–11, the shell-model methods to explain nuclear binding, stability and excited-state properties have been presented in quite some detail. In the present section, we shall mainly discuss the physics one encounters in trying to reach the drip line. The essential element, resulting from the basic quantum mechanics involved when studying one-dimensional bound quantum systems, is that wavefunctions behave asymptotically as exponential functions, given by the expression

$$\psi(x) \propto \exp(-\kappa x), \quad \text{with} \quad \kappa = (2m|E|)^{1/2}/\hbar,$$

and $|E|$ the binding energy ($E < 0$). This allows for particles to move far away from the centre of the attractive potential. This idea can be extended easily to more realistic and complex systems but the essentials remain: neutrons can move out into free space and into the classical ‘forbidden’ region of space. This has given rise to the subsequent observation of neutron ‘halo’ systems in weakly bound nuclei where a new organization
of protons and neutrons takes place which minimizes the energy by maximizing the coordinate space available.

Besides the formation of regions of low nuclear density of neutrons outside of the core part of the nucleus, a number of interesting features can result such as

- because of the large spatial separation between the centre-of-mass and the centre-of-charge, low-energy electric dipole oscillations can result and show up as what are called soft dipole giant resonances (SGDRs),

- very clear cluster effects can show up and thereby all complexities related to three-body (and even higher) components will come into play. This forms the basis of an important deviation from standard mean-field shell-model methods which fail in such a region.

![Figure 14.5. Excerpt of the nuclear mass table for very light nuclei. Stable nuclei are marked with the heavy lines. We also explicitly indicate one-neutron and two-neutron nuclei and candidates for proton-halo nuclei.](image)

As can be observed in figure 14.1, the neutron drip line is situated very far away from the valley in the mass surface and there is no immediate or short-term hope of reaching the extremes of stability for neutron-rich nuclei (\(^{160}\)Sn is still particle-stable with 50 protons and 110 neutrons). So, the present information about the physics at or near the neutron drip line is mainly based on the detailed and extensive experimental studies carried out for neutron-rich very light nuclei. The present mapping of this region is illustrated in detail in figure 14.5 with extensive information about \(^{11}\)Li (two-neutron halo) and \(^{11}\)Be (one-neutron halo). The next heavier nuclei such as \(^{12,14}\)Be, \(^{15,17,19}\)B and \(^{18,19,20,22}\)C have already been reached or will be studied in detail soon. In carefully studying the specific topology of the neutron drip line, a number of interesting physics issues become compelling.
14.2 NUCLEAR STRUCTURE AT THE EXTREMES OF STABILITY

(i) The neutron–neutron ‘binding’ is dominated by the spin-singlet and isospin-triplet or \( ^1S_0 \) configuration. The di-neutron is not bound but is very close to forming a bound state—only 100 keV away, which is really very small in the light of the binding energy forming the balance between the large and positive kinetic energy and the large but negative potential energy. The nucleus \(^4\)He cannot bind another neutron but it can bind a di-neutron; it will also not bind three but can do so for four neutrons forming \(^8\)He. This odd–even staggering is nothing but a reflection of the pairing force binding a di-neutron in the presence of a core nucleus.

(ii) Drip-line nuclei are laboratories to test neutron pairing properties in a neutron-rich environment. This can easily be seen from the approximate relation connecting the Fermi-level energy \( \lambda \), the pairing-gap energy \( \Delta \) and the particle separation energy \( S \), i.e.

\[
S \simeq -\lambda - \Delta.
\]  

(14.2)

A justification for the above relation can be given as follows. Using equations (7.30) from Chapter 7, it follows that the separation energy, in the absence of pairing correlations, would be equal to the absolute value of the Fermi energy-\( \lambda \) of the particle that is removed from the nucleus. Pair correlations will increase this number by an amount of approximately the pairing energy \( \Delta \) for even-even nuclei (see figure 7.11) and reduce by the amount \( \Delta \) for an odd-mass nucleus as one should use the quasi-particle separation energy and not the particle separation energy (Heyde 1991). A more detailed discussion is given by Smolareczuk \textit{et al} (1993). At the drip line, the separation energy becomes vanishing and consequently the absolute values of the Fermi energy (characterizing mean-field properties) and the pairing gap (characterizing pair scattering across the Fermi level) are almost equal. So, pairing can no longer be considered a perturbation to the nucleonic mean-field energy and appears on an equal footing with the single-particle energies.

(iii) The central densities in regular nuclei (\( \sim 0.17 \) nucleons fm\(^{-3} \)) are almost independent of the given mass number \( A \) and the nuclear radius varies with \( A^{1/3} \) with a nuclear skin diffusivity roughly independent of mass number too. These properties, almost taken as dogma, in the light of the points (i) and (ii), only apply for stable or nearby nuclei. Studies of neutron-rich and proton-rich nuclei show differences in their properties: neutron halos and neutron skins can form (see figure 14.6 for a schematic view). The former are a consequence of the very low binding energy and thus allow the formation of wavefunctions extending far out into the classical ‘forbidden’ space region. The latter can result in heavier nuclei for very neutron-rich nuclei and are obtained by minimizing the total energy of such nuclei: the lowest configuration becomes one with a kind of neutron ‘stratosphere’ around the internal core.

Next, we go on to discuss specific issues for single-neutron halo systems (b), two-neutron halo systems (c) and experimental tests for the existence of halo structures (d), proton-rich nuclei and other exotica (e) and some concluding remarks on drip-line physics (f).

(b) \textit{Single-neutron halo nuclei}

An elementary description of halo nuclei where the motion of a single nucleon (neutron in this case) constitutes the asymptotic part of the nuclear wavefunction has been given
in an early paper by Hansen and Jonson (1987). We use here some of the discussion in presenting the essential physics of those single-nucleon halo systems.

Consider the motion of a neutron, with reduced mass $\mu_n$ in a three-dimensional square-well potential with radius $R$, then the asymptotic radial part of the neutron wavefunction can be described by the following expression (for a relative $\ell = 0$ or s-state orbital angular momentum state)

$$\psi(r) = \sqrt{\frac{2\pi \kappa}{\kappa r}} \frac{e^{i x}}{\sqrt{1 + \kappa R}},$$

with $\kappa = (2\mu_n S_n)^{1/2}/\hbar$ and $x = \kappa R$ a small quantity. Starting from this simple wavefunction, the mean-square radius describing the asymptotic radial part gives rise to the value

$$\langle r^2 \rangle = \frac{1}{2\kappa^2} (1 + x) = \frac{\hbar^2}{4\mu_n S_n} (1 + x),$$

with higher-order terms in $x$ neglected. One notices that this mean-square value is inversely proportional to the neutron binding energy. Another interesting quantity is obtained through a Fourier transform of the coordinate wavefunction, giving rise to the momentum wavefunction (neglecting terms in the quantity $x$) or the momentum probability distribution and results in the expression

$$|F(p)|^2 = \frac{\hbar \kappa}{\pi^2} \frac{1}{(\kappa^2 \hbar^2 + p^2)^2}.$$  

This expression reflects Heisenberg's uncertainty principle: the large spatial extension of the neutron halo gives rise to an accurate determination of the neutron momentum distribution, as becomes clear from the $p^{-4}$ dependence for large $p$ values.
14.2 NUCLEAR STRUCTURE AT THE EXTREMES OF STABILITY

The large separation between the external neutron and the core (containing the charged particles) implies large electric dipole polarizability and so gives rise to the possibility of inducing dissociation of the halo nucleus (much like the dissociation in molecular systems) through an external Coulomb field. The Coulomb dissociation cross-section for the collision of a halo nucleus (moving with velocity $v$, containing charge $Z_h$ and core mass $M_h$) with a heavy target nucleus with charge $Z_i$ can be derived as

$$\sigma_C = \frac{2\pi Z_h Z_i e^4 \mu_n}{3v^2 M_h^2 S_n} \ln \left( \frac{b_{\text{max}}}{b_{\text{min}}} \right).$$  \hspace{1cm} (14.6)

with maximal and minimal impact parameters $b_{\text{max}}$ and $b_{\text{min}}$, respectively. This cross-section becomes large for large $Z_h$ and $Z_i$ values, for slowly moving halo nuclei and for halo nuclei with a very small separation energy.

Extensive discussions of single-neutron halos (and also for more complex neutron systems or nuclei with external neutron-rich skins) can be found in some highly readable articles by Hansen 1991, 1993a, Jonson 1995, Hansen et al 1995 and Tanihata 1996. In these articles, extensive references are given to the recent but already very large set of results in this field.

Before going on to discuss the extra elements that appear when describing nuclei where the halo is constituted of two neutrons, we give some key data and results for the best example known as yet of a single-neutron halo, i.e. $^{11}$Be. In this nucleus, the last neutron is bound by barely 504 ± 6 keV and so the radial decay constant $\kappa^{-1}$ amounts to about 7 fm, to be compared with typical values of 2.5 fm as the root-mean-square radius for p-shell nuclei. In figure 14.7, the radial wavefunctions for the two bound ($\frac{1}{2}^+$ or s-state and $\frac{1}{2}^-$ or p-state) states in $^{11}$Be are given and clearly illustrate the fact that the radial extension is far beyond the typical p-shell nucleus extension (of the order of 2.5 fm). Something particularly interesting is happening in this nucleus as the single-particle ordering of the $2s_{1/2}$ and $1p_{1/2}$ states is reversed when compared to the standard single-particle ordering for nuclei closer to the region of $\beta$-stability. Calculations going beyond a Hartree-Fock mean-field study, called a variational shell-model (VSM) calculation, carried out by Otsuka and Fukunishi (1996), are indeed able to reproduce the inverted order by taking into account important admixtures of a $1d_{3/2}$ configuration coupled to the $2^-$ core state of $^{10}$Be. They also showed that this coupling is essential to produce the energy needed to bind the $^{11}$Be nucleus.

Another interesting piece of information is the E1 transition probability connecting the $\frac{1}{2}^-$ and $\frac{1}{2}^+$ states, as measured by Millener et al 1983, to be the fastest E1 transition known corresponding to 0.36 Weisskopf units. As explained before, from dissociation experiments (see the above references) causing the fragmentation of the halo nucleus, at higher energies, it has been possible to derive the neutron momentum distribution corresponding to neutrons moving in the core and to the halo neutron. The results, here illustrated in figure 14.8, precisely show the complementary characteristics expected from a neutron moving in the highly localized core and non-localized halo parts of coordinate space.

(c) Two-neutron halo nuclei

If we consider a neutron pair in a nucleus like $^{11}$Li, it was suggested by Hansen and Jonson (1987) that the pair forms a di-neutron which is then coupled to the $^9$Li internal
Figure 14.7. The radial wavefunctions for both the $\frac{1}{2}^-$ (1s orbital) and the $\frac{1}{2}^+$ (0p orbital), ground-state and first-excited state in $^{11}$Be. In the inset, the level scheme of $^{11}$Be is also shown (taken from Hansen et al (1995) with permission, from the Annual Review of Nuclear and Particle Science, Volume 45 © 1995 by Annual Reviews).

Figure 14.8. Momentum distribution for a core neutron (flat curve) and for a loosely bound neutron in the one-neutron halo nucleus $^{11}$Be, measured with respect to the final nucleus after fragmentation reactions (taken from DOE/NSF Nuclear Science Advisory Committee (1996), with kind permission).
core. Considering the di-neutron as a single entity, with almost zero binding energy, it is then possible to a first approximation to consider the binding energy of this di-neutron system to the core as the two-neutron separation energy $S_{2n}$. In the case of $^{11}\text{Li}$ this latter value $S_{2n} = 250 \pm 80 \text{ keV}$, causes a very extended two-neutron halo system to be formed, as the external part of the di-neutron radial wavefunction will be described by the radial decay constant $\kappa = (2\mu_{2n}S_{2n})^{1/2}/\hbar$, with $\mu_{2n}$ the reduced di-neutron mass and $S_{2n}$ the two-neutron separation energy. So, all of the results derived in section (b) above can be used again to a first approximation.

As a way of illustrating the $^{11}\text{Li}$ two-neutron halo nucleus we can draw a diagram like that shown in figure 14.9. In this drawing the halo neutrons are put close together or correlated spatially. In order to decide on such details, one can no longer rely on a two-part wavefunction, consisting only of the core nucleus $^9\text{Li}$ on one side and the di-neutron on the other side. Here, the full complexity of the quantum-mechanical three-body system shows up which does not allow for an exact solution. Various approximate studies have been carried out over the years giving a better and more sophisticated view of the internal structure of this loosely bound halo structure, containing a core and two extra neutrons.

![Figure 14.9](image)

Figure 14.9. Schematic drawing of the halo nucleus $^{11}\text{Li}$ in which the three protons and six neutrons form the $^9\text{Li}$ rather inert core system and in which the remaining two loosely bound neutron systems form a halo system radially extending very far.
Before giving reference to a number of those studies, we point out that three 'particles' interacting via short-range two-body interactions can give rise to a variety of different structures (Fedorov et al. 1994). Leaving out the details that make the description more cumbersome (like intrinsic spin) one arrives at the following classification as shown in figure 14.10 for a nuclear core system, denoted by A, and two extra neutrons. The interactions between the neutron and core A are denoted by $V_{An}$ and the neutron-neutron interaction by $V_{nn}$. Using the strengths of these two forces as variables, one can show that the plane separates into regions where the two-body systems (nn) and (An) are bound or unbound. There is, however, a region where the three-body system gets bound but none of its two-body subsystems are bound. This is the so-called Borromean region (Zhukov et al. 1993). It resembles the heraldic symbol of the Italian princes of Borромео consisting of three rings interlocked in such a way that if any one ring is removed, the other two separate. Besides $^{11}$Li, other Borromean nuclei are, for example, $^6$He, $^9$Be and $^{12}$C. The extra element in $^{11}$Li though, compared to some of these other nuclei, is the extra-low two-neutron binding energy, implying that most of the ground-state properties of this nucleus will be determined by the asymptotic part of the wavefunction.

![Image showing the three-body system consisting of a core system A and two extra neutrons. The binding of this system is studied with respect to variations of the A-n and the n-n interaction strengths. The thick curve separates the region for bound or unbound three-body systems; the vertical and horizontal lines make a division between bound and unbound two-body systems. The hatched region, also called the Borromean region, forms a three-body bound system in which none of the three two-body systems is bound. (Taken from Hansen et al. (1995) with permission from the Annual Review of Nuclear and Particle Science. Volume 45 © 1995 by Annual Reviews.)](image)

The theoretical studies, in order of increasing sophistication, after the early study of Hansen and Jonson (1987), involved calculations using shell-model methods, the cluster model, three-body studies, Hartree–Fock techniques as well as calculations concentrating
on reaction processes all of which have been performed extensively (see Hansen (1993b) for an extensive reference list). In all these studies, the role of pairing plays an essential part. The pairing property (see Chapters 10 and 11 for more detailed discussions) can radically change the properties of a many-body system. In metals, for example, the Coulomb repulsion between electrons is modified into slight attraction through the mediation of lattice vibrations and finally results in superconductivity. In atomic nuclei, pairing condenses nucleons into nucleon pairs giving rise to a superfluid structure at lower energies which is the origin of the stability of many atomic nuclei. Pairing properties in a dilute neutron gas will influence properties in neutron-rich matter and neutron stars. It is also the pairing part that is largely responsible for the existence of the above Borromean structures.

It is interesting to note first that the two extremes—one where the two extra neutrons were treated as a single entity, the di-neutron (Hansen and Jonson (1987)), or the case in which pairing between the two neutrons is fully ignored and so only the coupling between the neutron and core with no direct nn coupling is considered (Bertsch and Foxwell 1990a, 1990b)—gave a number of results that were quite close (break-up probabilities, size of the halo). This is partly due to the fact that both calculations had to use the experimental binding energy for the two-neutron system as input. Since then, pairing forces have been explicitly included in the theoretical studies and detailed studies of the three-body (or cluster) characteristics have been performed (Bertsch et al 1989, 1990, Esbensen 1991, Bertsch and Esbensen 1991). These results showed that when neutrons are far out in the halo they are likely to correlate closely in coordinate space. On the other hand, when moving close to the $^6$Li core, they are far apart spatially. So, these more realistic studies are able to 'interpolate' between the two extremes of having a single highly correlated di-neutron and two independently bound neutrons. These calculations were highly successful in producing the correct momentum distributions observed in $^{11}$Li break-up reactions. Calculations by the Surrey group (Thompson et al 1993) and by Zhukov et al (1993) then showed the Borromean characteristics of $^{11}$Li. Consequently, researchers are now confident to study neutron pair correlations in a low-density environment and this may lead to interesting applications in other domains of nuclear physics.

One can now of course ask questions and try to solve problems about the transition region between normal and low-density (halo) structures in atomic nuclei as well as about the issue of possible formation of halo structures containing more than two nucleons. In these latter systems, the precise treatment of pairing characteristics of the nucleon–nucleon force will be very important. Efimov (1970, 1990) pointed out that if the two-body forces in a three-body system are such that binding of the separate systems, two or more at a time, is almost realized, the full system may exhibit a large, potentially infinite, number of halo states. These are exciting results and may well show up when studying the rich complexity of nuclei when progressing from the region of $\beta$-stability towards the drip-line region.

(d) Experimental tests for the existence of halo nuclei

The early research at ISOLDE (CERN), which made it possible to produce elements far from the region of stability, has given access to some of the essential ground-state properties of nuclei.

One interesting idea was to use the experimental methods of measuring the total interaction cross-sections for light nuclei by the transmission through thick targets as a
means to determine the matter radii in these light and exotic nuclei. Early experiments, carried out by Tanihata and coworkers at Berkeley (Tanihata et al 1985) and later on at GANIL (Mittig et al 1987, Saint-Laurent 1989), were able to give access to interaction radii of light nuclei from such cross-section measurements. It came as a real surprise (see also the results shown in figure 14.11) to observe significantly larger matter radii in nuclei like $^{6,8}$He$^{11}$Li compared to the matter radii for the more standard p-shell nuclei with a constant mass radius of about 2.5 fm. These results clearly pointed out that nuclear matter must appear much further out than normally forming halo-like structures.

It should be possible to find out about the charge distribution in such neutron-rich nuclei by measuring electric quadrupole measurements. Experiments carried out at ISOLDE (Arnold et al 1987) unambiguously showed that the charge distribution inside $^{11}$Li is almost identical to the charge distribution in $^9$Li thus bringing in additional and clear evidence that the large matter radii obtained were due to some unexpected behaviour of the last two neutrons, forming a halo structure around the $^9$Li core.

Figure 14.11. Interaction radii for light nuclei determined from interaction cross-sections. A sudden increase of the matter radii is observed for a number of nuclei near the neutron drip line. Data taken from Tanihata et al (1988, 1992), Tanihata (1988) and Ozawa et al (1994). (Taken from Tanihata © 1996, with kind permission of Institute of Physics Publishing.)

Another important tool to disentangle the structure of these light neutron-rich nuclei at the edges of stability came from experiments trying to determine (mostly in an indirect way) the neutron momentum distribution with respect to the internal core system. Kobayashi et al (1988, 1989) were able to determine the transverse momentum distribution of $^9$Li recoils from fragmentation of $^{11}$Li on a carbon target. In figure
14.12, these results are shown for the reaction $^{11}\text{Li} + \text{C}$. It is very clear that, besides a broad bump, quite narrow momentum distributions are obtained reflecting the sharply momentum-peaked outer or halo-neutron momentum distributions. These results are a good test for Heisenberg's uncertainty relation connecting momentum and coordinate for a given quantum-mechanical system: the neutrons in $^{11}\text{Li}$ or $^{11}\text{Be}$ in the present cases. The very weak spatial localization of the outer halo neutrons in these nuclei correspond to a rather precise momentum localization as verified in the above experiments and, even more so, in more recent ingenious sets of experiments elucidating the momentum distribution of nucleons inside these weakly bound nuclei. Here, simple shell-model-type wavefunctions totally fail to produce the observables.

![Figure 14.12. Transverse momentum distributions of projectile fragments of neutron halo nuclei. The narrow distributions show that these distributions correspond to spatially extended distributions for the loosely bound neutrons (taken from Tanhata © 1996, with kind permission of Institute of Physics Publishing).](image)

More recent experiments, carried out by Orr et al (1992), determined the longitudinal momentum distribution of the $^{9}\text{Li}$ fragment from break-up reactions of $^{11}\text{Li}$ on a number of targets. In these experiments, a Lorentzian curve characterizes the central part of the momentum distribution with a width of only 37 MeV/c and this stringently and unambiguously determines the small spread in the outer neutron momentum distribution in $^{11}\text{Li}$ which implies that there is a large spatial extension for the weakly bound nucleus $^{11}\text{Li}$. In an experiment to disentangle the various nuclear properties in such a dilute nuclear system, Ieki et al (1993) carried out a kinematically complete experiment: they determined the directions and energies of both the outgoing neutrons and the recoil nucleus in electric break-up of $^{11}\text{Li}$ on a Pb target.

These two important experiments also gave answers to the issue of how the extra neutrons are spatially correlated: moving independently or moving in a highly correlated spatial mode. Now, with quite high precision, experiments show that a correlation between the momenta of the neutrons emitted in the break-up reactions does not seem to
exist. It seems that the reconstructed decay energy spectrum is consistent with the idea that energy is shared between $^9$Li and the two remaining neutrons according to three-body phase space (statistical) only and, as a consequence, that no particular neutron–neutron correlations in the outer spatial region are needed.

A large number of complementary and more recent experiments are amply treated in the following review papers: Hansen (1993b), Jonson (1995), Hansen et al (1995b) and Tanigata (1996).

Interesting experiments in those halo nuclei in which a rather dilute neutron halo structure appears involve the study of beta-decay of neutrons in this halo structure (see Chapter 5 for details on beta-decay). In figure 14.13, we illustrate in a schematic way the decay of a quasi-free neutron. We expect to find the decay rate for 'free' neutrons. A possibility, as expressed by figure 14.13, takes into account the fact that a deuteron structure may be formed and subsequent deuteron emission results. Such a process has been observed in the decay of $^6$He by Riisager et al (1990). This domain is highly important as it may give access to the exotic mode of decay of neutrons in a quasi-free environment and may reflect properties that make the systems different from an independent gas of free neutrons. Access to corrections from pairing correlations or other spatial correlations between the neutrons may thus become possible.

![Diagram of β-decay](image)

**Figure 14.13.** Schematic illustration of the β-decay of a neutron out of the halo region. This process probably results in the formation of the core nucleus $^9$Li and a deuteron. This decay rate should approach the decay rate of an almost free neutron.
(e) Proton-rich nuclei and other exotica

By now, interesting experimental data for nuclei far from stability have originated from the light neutron-rich nuclei, mapping the neutron drip-line structure. Moreover, there exists a vast amount of fission product data for nuclei in the $80 < A < 150$ mass region. Except for those regions, very little is known about neutron-rich nuclei at medium and heavy masses.

A first, very natural question is: if a very low separation energy of the last bound particle implies wavefunctions that fall off with a very small factor (related to the radial decay constant $\kappa$, see also equation (14.3)), then can one also find nuclei with a proton-halo structure? There is, however, a very important and essential difference in the case of uncharged particles in the appearance of the Coulomb potential. When a proton tries to extend away from the inner core part of the loosely bound nucleus it encounters the Coulomb potential at the nuclear surface region (which is about $2.5 \text{ fm}$ for typical p-shell nuclei). Although the wavefunction will still extend far out of the nucleus, due to the basic theorem on loosely bound quantum systems and its radial structure, the amplitude will be largely quenched because of the Coulomb barrier. So, the problem to be solved, even in the simplest formulation, now becomes one of a three-dimensional spherical potential well with a Coulomb potential added from the nuclear radius outwards to infinity.

At the limit of the bound proton-rich nuclei, many nuclei have proton separation energies as low as $1 \text{ MeV}$. In taking the spatial extension measured from break-up and dissociation reactions, no clear-cut evidence for significant increases in mean-square charge radii has been observed as yet (Tanihata 1996 and references therein).

So, the observation of proton-halo structures as yet is rather unclear and more systematic data are needed. The aforementioned issue of the presence of a Coulomb barrier, however, may provide interesting spectroscopic information at the proton-rich region of the nuclear mass table approaching the proton drip line. The Coulomb barrier here prevents otherwise unbound proton states from decaying and so retains a quasi-bound character for these states with respect to the proton decay channel (Hofmann 1989) (see also figure 14.14 for a schematic view). The corresponding lifetimes, which can range from a millisecond to a few seconds, are long compared to the time scale set by the strong nuclear force and may provide very useful tools for extracting spectroscopic information about the very proton-rich nuclei. Proton radioactivity will most probably become an interesting probe in that respect and will be, both experimentally and theoretically, a tool for future exploration of nuclear structure.

Due to the excess of neutrons, new types of collective modes might be conceived: the coordinate connecting the centre-of-mass and the centre-of-charge is of macroscopic measure and thus oscillatory motions can give rise to a low-lying electric dipole mode (also often called the soft dipole mode). The regular E1 mode corresponds to the oscillatory motion of the core protons versus the core neutrons whereas the soft, second mode, at much lower energy, would then correspond to an oscillatory mode of the outer neutrons versus the core protons (Ikeda 1992). These processes are illustrated in a schematic way in figure 14.15.

Experimental searches for such states with large E1 strength have been carried out in $^{11}$Li and possible candidates were observed at an energy of $1.2 \pm 0.1 \text{ MeV}$ (Kobayashi 1992) but no clear-cut or unique conclusions could be drawn. Similar experiments have
been performed in the nucleus $^{11}$Be, a single-neutron halo nucleus, with both the ground and first excited states still bound. In this nucleus, the E1 excitation distribution was measured by Nakamura et al (1994) at RIKEN in Japan. The first excited state in this nucleus appears at 0.32 MeV (spin $\frac{1}{2}^-$) and thus, it is expected that the E1 strength of the low-energy E1 resonance is mainly located in the bound state. The experimental result, observed in electromagnetic dissociation and which gives information on possible collective motion in the halo nucleus $^{11}$Be, is shown in figure 14.16. The data are compared with the results of a direct break-up model calculation with a corresponding E1 strength function given by the expression

$$dB(E1)/dE_x = S \frac{e^{2x \kappa \omega}}{1 + \kappa r_0 \frac{3\hbar^2}{\pi^2 \mu}} \frac{e^2}{A} \left( \frac{Z}{A} \right)^2 \frac{\sqrt{E_n^2 (E_x - E_n)^{3/2}}}{E_x^4}.$$  \hspace{1cm} (14.7)

In this expression, $S$ denotes a normalization given by the spectroscopic factor in the $\frac{1}{2}^+$ state, $\kappa = (2\mu E_n)^{1/2}/\hbar$ gives the radial exponential wavefunction decay rate, $\mu$ describes the neutron reduced mass, $r_0$ the radius of the square-well potential used to describe the halo wavefunction, $E_n$ the neutron separation energy and $E_x$ is the excitation energy. There is good agreement between the data and the model calculation of figure 14.16, showing that the transition is dominated by the non-resonant E1 of the halo neutron.

(f) Some concluding remarks on drip-line physics

The present field of exotica near drip lines, in particular the extensive experimental set of studies carried out on light neutron-rich nuclei, is merely 10 years old and is still rapidly developing. The first nucleus at the neutron drip line, $^6$He, was discovered more than 60 years ago but the last 10 years have seen an explosive increase in information about these loosely bound quantum systems.

This section has tried to give a flavour of this type of research and physics. The reader is referred to the references given in the present chapter for a more detailed study. It appears quite clear that, in the light of the new forms of nucleon distributions found in the light neutron-rich nuclei, a number of surprises are almost sure to be encountered.

![Figure 14.14. Illustration of the quasi-bound characteristics for very weakly bound proton states near the proton drip line. These states remain quasi-bound because of the Coulomb field and the properties will be determined by the appropriate tunnelling amplitude for the proton decay channel.](image)
**Figure 14.15.** Besides the regular giant dipole resonance (oscillatory motion of core protons versus core protons) in the more tightly bound core part, the possibility exists of forming a soft E1 dipole mode in which the oscillatory motion acts between the inner core and the outer neutron halo. Both the density profiles, the spatial oscillatory possibilities and the resulting E1 strength distribution are illustrated (adapted from Tanihata © 1996, with kind permission of Institute of Physics Publishing).

**Figure 14.16.** The E1 strength distribution deduced from electromagnetic dissociation cross-section measurements of $^{11}\text{Be}$. The calculated break-up model calculation for a soft E1 mode is also shown (the solid curve) (taken from Tanihata © 1996 with kind permission of Institute of Physics Publishing).
when exploring the nuclear mass table towards the edges of stability, and even beyond for the proton-rich side. We present, in figure 14.17, the territory of exotica with, be it very schematic because of a lack of detail and also since part is still speculative, a number of insets showing what kind of phenomena may be observed.

An important point to make here is the fact that what happens in the element synthesis and the energy production inside stars is strongly related to the physics of unstable nuclei. We shall devote a full section (14.3.3) to these nuclear astrophysics applications.

We would also like to mention that a number of opportunities for the use of nuclei far from stability are situated somewhat outside of the major themes of nuclear physics research but are of great importance. A number of tests on the Standard Model (strength of the weak interaction, precision measurements of parity and time-reversed violations, . . .) fall into this category. These are discussed in a more detailed way in the OHIO Report (1997) and by Heyde (1997).

We end this section by honestly stating that most probably state-of-the-art experimental work, making use of the most recent technical developments on the production, separation and acceleration of radioactive ion beams, will be rewarding and lead to a number of real discoveries, way beyond present theoretical (biased) extrapolations that normally fail when reaching terra incognita.

14.3 Radioactive ion beams (RIBs) as a new experimental technique

14.3.1 Physics interests

In figure 14.17, a pictorial overview of the various types of physics phenomena that can be expected or have barely been noticed experimentally is given (Nazarewicz et al 1996). The proton drip line in this mass landscape, for the proton-rich nuclei, is rather well delineated, up to the $Z = 82$ number. As was amply discussed in section 14.2, except for the light neutron-rich nuclei, one does not know very precisely where the corresponding neutron drip line is situated. Various extrapolations using mass formulae and fits to the known nuclei in the region of stability, diverge rather wildly when approaching the drip-line region. So, it is clear that a major part of the physics interest is found in studying and trying to come to grasp with new ways in which protons and neutrons are organized in forming nuclei that are either very neutron or proton rich.

In order to reach those regions, new production and separation techniques are under development (or have to be developed) which will lead to intense and energetic radioactive ion beams of short-lived nuclei. Eventually, these beams can be used to go even further out of stability. This will be discussed in more detail in section 14.3.2.

A very important driving idea in the production of these radioactive beams is the access one gets to a number of important nuclear reactions that have played a role in the element formation inside stars. The domain at the borderline between nuclear physics and astrophysics, called ‘nuclear astrophysics’, can thus be subjected to laboratory tests and one can of course select the key reactions that have led to the formation of the lightest elements first: light-element synthesis, understanding the CNO catalytic cycle, etc. In stars, at the high internal temperatures present, corresponding energies are of the order of the Coulomb energy so that the appropriate fusion for charged particle reactions can take place. Cross-sections are typically of the order of $\mu$b to mb and nuclear half-lives
Figure 14.17. The nuclear mass region in which the many physics issues, appearing near or at the proton and neutron drip lines, are indicated schematically (taken from Nazarewicz et al 1996). A large number of these issues are discussed in the present chapter and we refer to the many references given here for more details. (Reprinted from Nazarewicz et al © 1996, with permission from Gordon and Breach.)
are typically of the order of a few minutes, even down to some seconds. So, the way ahead becomes well defined: selective radioactive ion beams of high purity with the correct energies (in the interval 0.2 to 1.5 MeV/nucleon) must be produced. In the domain of nuclear astrophysics, the neutron-rich elements to be explored form an essential part: it is in this region that the formation of the heavier elements has occurred during the r-process (the rapid capture of a number of neutrons in capture reactions (n,γ) before β-decay back to the stable region could proceed (see Clayton 1968, Roll's and Rodney 1988)). The present status and important results will be discussed and illustrated in more detail in section 14.3.3.

14.3.2 Isotope separation on-line (ISOL) and in-flight fragment separation (IFS) experimental methods

For the purpose of creating beams consisting of radioactive elements, two complementary techniques have been developed over the last decades: the isotope separation on-line (ISOL) technique, eventually followed by post-acceleration and the in-flight separation (IFS) technique.

The idea of producing radioactive elements in a first reaction process at a high enough intensity, separating the radioactive nuclei and ionizing into charged ions with a subsequent second acceleration to the energy needed, was put forward. The method relies on having the ions produced at thermal velocities in a solid, liquid or gas. The method is in fact the same as standard accelerator technology albeit with a much more complex ‘ion’ source producing radioactive ions. The big difference is that in order to produce the necessary ions, one needs an initial accelerator (also called a ‘driver’ accelerator) that provides a primary beam producing exactly the required secondary ions through a given nuclear reaction process. Observing the various steps in the whole process, from the primary ions of the first accelerator up to the accelerated secondary ion beam to be used to study a given reaction, it is clear that each element of this chain needs as high an efficiency as possible and as fast as possible in order to make this whole concept technically feasible. The ISOL type of production is illustrated schematically in the upper part of figure 14.18.

The complementary idea was put forward of trying to form unstable elements by accelerating a first, much heavier element (projectile) and colliding it with a stationary target nucleus, thereby fragmenting the projectile, and later on separating the right fragments (fragment mass separator) via electric and magnetic fields (and also involving sometimes atomic processes). This so-called projectile fragmentation (PFI) is the most common of IFS methods. It is also illustrated schematically in the lower part of figure 14.18. Under this same heading of in-flight separation, light-ion transfer reactions and heavy-ion fusion-evaporation reactions have also been put forward as a good idea to produce appropriate radioactive ion beams. Here too, the ions need to be selected by some separator set-up in order to be selective.

It has been through the enormous advances in accelerator technology at existing facilities combined with the construction of efficient and selective ionizing sources and high-quality mass separation over the last 20 years that this field of producing radioactive ion beams (RIBs) is now in a flourishing and expanding period. Recent reviews by Boyd (1994) and Geissel et al (1995) on this issue of RIBs give more detail.

The above two methods, called the isotope separation on-line (or ISOL) method
Figure 14.18. Schematic illustration comparing the typical isotope separation on-line (ISOL) and the projectile fragmentation in-flight separation (IFS) methods for producing high-intensity radioactive ion beams. (Taken from Garrett and Olson (ed) © 1991 Proposal for Physics with Exotic Beams at the Holifield Heavy-Ion Research Facility.)

and the in-flight separation (or IFS) method are very complementary methods and have been developed in much technical detail. This complementarity is best illustrated in figure 14.19 in which the typical energy ranges obtained with the ISOL and IFS methods are shown and compared. What is clear is that for the ISOL method one needs post-acceleration of the radioactive ions up to the desired energies with good beam qualities. From the higher-energy ions, produced by projectile fragmentation and IFS, in general, energies are quite often too high and one needs deceleration and cooling (by putting the ions in storage rings) to come up with high enough intensities.

We now discuss some typical characteristics for each of the two methods of pro-
Figure 14.19. Schematic presentation of the energy domains covered by the isotope separation on-line (ISOL) and subsequent post-acceleration on one side and on the other by the fragmentation technique (PF), which can be followed by deceleration-cooling in storage rings.

Producing radioactive ion beams: the ISOL and IFS methods. In the ISOL line of working, almost all projects (see also Box 14b) are based on existing accelerator facilities which can be the driver machine or, in constructing a new one, even be rebuilt into a post-accelerator machine. The very extensive set of ISOL projects are complementary because of the specific aims at reaching a given number of radioactive beams at specified energies. Moreover, the complementarity is present in both the production, ionizing and post-acceleration phases of the actual realization (Ravn et al. 1994). A range of choices is illustrated in the line-drawing of figure 14.20. One of the major technical but essential points in reaching highly efficient and cost-effective accelerated radioactive ion beams is the production of low-energy secondary ions in a high charge state. A long-time experience has been gained at existing isotope separators in the production of singly charged ions. The knowledge gained at ISOLDE (CERN) over the last 25 years has been instrumental in further developments: it has resulted in a wide range of ions with intensities going up to $10^{11}$ ions per second for specific ions. These developments are rigorously continued to further increase the intensity and the purity of the low-energy RIBs. For instance, resonant photofragmentation using lasers has recently been implemented at ISOLDE (CERN) and LISOL (Louvain-la-Neuve). Now, in order for the acceleration in the second stage of the radioactive ions to be highly efficient and effective, one needs to have the initial ion in a higher charged state with the ratio $Q/A$ (charge/mass) from $\frac{1}{2}$ to $\frac{1}{4}$, typically. At this stage, one enters the domain of producing multiply charged ions. Here, a large body of knowledge exists with different types of ion sources: electron cyclotron resonance (ECR) sources, electron beam ion sources (EBIS) and laser ion sources (NUPECC Report 1993. Ravn
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Figure 14.20. The different steps, shown in a schematic way, needed to produce a post-accelerated radioactive beam (reprinted from Nazarewicz et al © 1996, with permission from Gordon and Breach).

1979, Ravn and Allardyce 1989). The former two are currently used in a standard way to produce and inject ions corresponding to the known stable elements into accelerators.

There are, at present, worldwide efforts to set up and plan RIB facilities (see Box 14b for a more detailed overview on the world-scale) but only two ISOL facilities are actively working at present (Louvin-la-Neve with a two-cyclotron concept and HRIIF at Oak Ridge with a cyclotron-tandem combination). All or most are still first-generation facilities that will bring in a lot of information on both the various technical steps as well as on physics issues. The results obtained at these facilities will guide us to set up a large-scale next-generation RIB facility, producing high-intensity and high-quality selective beams in a large energy interval.

We discuss in some more detail the ISOL facility at Louvin-la-Neve. This facility is based on a two-cyclotron concept: the CYCLONE30 is the driver accelerator, which is coupled to the K = 110 CYCLONE cyclotron¹. The outline of this set-up is given in figure 14.21.

The first cyclotron produces a large number of radioactive nuclei that are extracted subsequently from the first target, transformed in atomic or molecular form (depending on the Z value of the produced element) before being ionized in an ECR ion source. These secondary ions are transported and injected into the second cyclotron which accelerates the radioactive ions up to the desired energy. One of the advantages of this two-cyclotron set-up is the possibility of generating a broad spectrum of radioactive ion beams over an energy interval between 0.2 and 2 MeV/µ. The first radioactive beam consisted of

¹ The K value of a cyclotron is connected to the maximum energy per nucleon delivered Wmax through the relation Wmax = K(Q/A)² with Q the charge of the ion and A the atomic mass number of the ion. For a proton, one obtains Wmax = K.


Figure 14.21. Schematic drawing of the two-cyclotron set-up, used and operational at the radioactive ion beam facility at Louvain-la-Neuve (taken from Darquennes et al © 1990 by the American Physical Society, with permission).

$^{13}$N ($T_{1/2} \simeq 10$ minutes) in a $1^+$ charge state, produced with an energy of 0.65 MeV/A and an intensity of $1.5 \times 10^8$ ions per second. This was made feasible by the use of the driver 30 MeV, 100 $\mu$A proton beam (CYCLONE30). This beam was used to create the necessary $^{13}$N $1^+$ isotopes of atoms from a target, positioned in a concrete wall that was used to separate the vaults of the two cyclotrons. The reaction used was $^{15}$C(p,n)$^{13}$N. The $^{13}$N could be extracted from the target as a N$_2$ molecule ($^{13}$N$^{14}$N). These molecules were transferred to the ECR ion source specially designed to have optimal production of nitrogen in the $1^+$ charge state. Extraction from the ion source, followed by a mass analysis were performed before transporting the ions for injection into the second cyclotron, the standard $K = 110$ cyclotron of Louvain-la-Neuve. This latter cyclotron has, however, been modified in order to allow acceleration of the RIB in the energy region near 0.65 MeV/A. The production of light radioactive ions in this particular energy region is very well adapted to study reactions with astrophysics interests. Thus, the first beam was a $^{13}$N $1^+$ beam used to study the $^{13}$N($p, \gamma$)$^{14}$O reaction, crucial for a detailed and precise understanding of the CNO stellar cycle. This point will be discussed in some more detail in section 14.3.3. A number of dedicated RIB beams have been developed during recent years ranging from $^6$He (half-life of 0.8 s) up to $^{35}$Ar (half-life of 1.7 s) with energies ranging in the interval 0.6 to 4.9 MeV/A. Plans to have a different cyclotron set up with the construction of a new cyclotron CYCLONE44 will be discussed in Box 14b.

At present, a rather large number of IFS facilities are operational: one of the first ones being the Bevalac facility at Lawrence Berkeley Laboratory (LBL). The present major facilities are GANIL (in France, at Caen), RIKEN (Japan), and NSCL (Michigan State University National Superconducting Cyclotron Laboratory in the USA). The former three are producing very intensive heavy-ion beams from their cyclotrons, while the GSI (Darmstadt, Germany) uses a synchrotron to produce primary heavy-ion beams at
relativistic energies (up to 1 GeV/A). Here too there are many projects 'on the table' for upgrading and we shall give more information on these in Box 14b describing current RIB facilities and forthcoming projects.

We shall next go into some more detail in a presentation of the GANIL accelerator facility at Caen in France. This facility has already had a long-standing tradition in the field of accelerating a wide spectrum of heavy ions. Over the last 20 years much has been learned in the field of projectile fragmentation as a means to produce accelerated radioactive beams for the study of exotic nuclei through a multitude of nuclear reactions. At present, GANIL produces high-intensity beams of ions ranging from $^{12}$C up to $^{238}$U at energies varying between 24–96 MeV/A. The facility of three cyclotrons to reach this broad spectrum (C01, CSS1 and CSS2) as well as the very versatile and large number of experimental set-ups is presented in figure 14.22. Considerable efforts have been made to improve the present beam intensities with the aim of producing radioactive ion beams in an ISOL environment (SPIRAL project to be discussed more in Box 14b). Thus, at GANIL the aim is to realize the unique combination of producing, at the same place, a number of ISOL radioactive beams through the SPIRAL project as well as the possibility of obtaining in-flight projectile fragmentation and the subsequent mass-separated beams.

We would just like to mention that IFS is not limited to projectile fragmentation.

![Figure 14.22. Layout of the future installations SPIRAL at GANIL. The primary beam coming out of the second cyclotron CSS2 can be directed either to the various experimental halls or to the SPIRAL part. After production, ionization and magnetic separation, the secondary beam is injected into the new CIME cyclotron. The accelerated RIBs are then sent into the experimental halls (reprinted from Villari et al © 1995, with permission from Elsevier Science).](image)
only: the Notre Dame facility is using light-ion transfer reactions in order to produce the secondary ion beams and makes use of two superconducting solenoids in order to separate the ions. The tandem accelerator has been used to carry out, very early on, some pioneering studies using very specific ions. At ANL (Argonne National Laboratory), there is an in-flight separator which can separate beams from heavy-ion fusion-evaporation reactions. An extensive overview of in-flight separation methods is discussed by Geissl et al (1995).

14.3.3 Nuclear astrophysics applications

(a) Introduction

Recently, a number of interconnections between the fields of nuclear physics research and developments in astrophysics have brought new areas of research into being. One of those fields, nuclear astrophysics, has benefited explosively from the technical possibilities of developing radioactive ion beams and accelerating (or decelerating) them into the appropriate energy region for the study of reactions that were and still are essential in the synthesis of elements (nucleosynthesis). Therefore, in this chapter on the physics of nuclei far from stability, weakly bound quantum systems and exotic nuclei, we devote a section to an introduction to this very rapidly developing field and just bring in some of the flavour that could ignite a further study of the field.

For extra reading and study into nucleosynthesis we refer to the work of Clayton (1968) and more recent books (an introductory text by Phillips (1994) and a book largely concentrating on experimental methods by Rolfs and Rodney (1988)). In a monumental article on nucleosynthesis (Burbidge et al 1957) and a more recent one by Fowler (1984), one can find good study work to get to know the physics of element synthesis. A more extensive list of references can be found in the books and in Heyde (1996).

(b) Nuclear astrophysics: a glimpse inside stars

When studying the constitution of some of the oldest stars, we learn that only the lightest nuclei like deuterium, $^3$He, $^4$He and $^7$Li were produced in appreciable amounts out of the early substance of the universe which consisted of quarks, leptons and the fundamental force carriers. The remainder of the elements have been synthesized in stars which behave like fusion reactors, fusing hydrogen into helium. Many of these reactions are rather well known but there remain a number of key processes that are not so well understood, in particular the reaction rates and temperature (energy) conditions as well as the corresponding probabilities to form heavier elements (cross-sections). Some of the most uncertain of those reactions are, for example, the reaction to fuse hydrogen with $^7$Be to form $^8$B (the $^7$Be($p$,$\gamma$)$^8$B reaction) and the fusion of helium with carbon to form oxygen (the $^{12}$C($\alpha$,$\gamma$)$^{16}$O reaction). They determine in a decisive way the relative amount of carbon to oxygen in massive stars, which, in retrospect, has important consequences on heavy-nuclei formation in explosive phases (supernovae processes). Also, the $^{13}$N($p$,$\gamma$)$^{14}$O reaction, which is a key reaction in the CNO catalytic cycle in which four protons are transformed into a $^4$He nucleus, is important. This reaction has recently been studied using RIB techniques and will be discussed in a later paragraph.

The various processes that form the heavier elements, the s-process (slow neutron capture reactions), the r-process (rapid neutron capture reactions) and other processes that
are not as dominant but specific to the formation of certain elements (the p-process and rp-process: proton capture and rapid proton capture reactions) determine paths in the nuclear mass \((N, Z)\) plane (see the former astrophysics references for detailed discussions). In figure 14.23, the most important \(s\) and \(r\) neutron capture paths are indicated. Current studies, using increasingly neutron-rich stable nuclei, do not allow us to explore this region. Making use of the increased technical possibilities of forming radioactive ion beams and inducing reactions with neutron-rich targets, the hope is to enter this field of very neutron-rich systems and come to unravel bit by bit the territory of neutron-rich nuclei proceeding towards the drip line.

![Image](image.png)

**Figure 14.23.** Neutron-capture paths for the \(s\)-process and the \(r\)-process projected onto the \((N, Z)\) plane (taken from NUPECC report, May 1993, with kind permission).

(c) Stellar reactions in the laboratory

Experiments at Louvain-la-Neuve, GANIL, ANL and RIKEN have used selective radioactive ion beams to study a number of reactions that form critical steps in light-element synthesis.

The problem is producing the appropriate beams of high-enough intensity and at the correct energy. Two reactions: \(^{11}\text{N}(p, \gamma)^{12}\text{O}\) and \(^{11}\text{C}(p, \gamma)^{12}\text{N}\) have been studied at GANIL in an inverse process. The nuclei \(^{14}\text{O}\) and \(^{12}\text{N}\) have been produced by projectile fragmentation and have been sent through the strong Coulomb field of a heavy nucleus \(^{208}\text{Pb}\) (see figure 14.24). The subsequent exchange of quanta in the electromagnetic field makes the incoming nucleus dissociate (Coulomb dissociation). This experiment was also carried out in an inverse direction by Motobayashi *et al* (1991) at RIKEN. The direct reaction, using a RIB of \(^{13}\text{N} \, 1^+\) radioactive ions (half-life of 600 s) accelerated to an energy of 0.63 MeV/A impinging on a proton target, was performed at the Louvain-la-Neuve two-cyclotron facility (see also section 14.3.2). The resonant capture gamma-rays could subsequently be detected using Ge detectors (results for these reactions are
illustrated in figure 14.25). One knows at present that various cycles are responsible for the element formation up to $^{56}$Fe. The precise way in which these cycles are interconnected (escape from cycles) is still not very well understood. A key nucleus that allows escape out of the CNO cycle is $^{19}$Ne. The reaction $^{19}$Ne(p, $\gamma$)$^{20}$Na($\beta^+$)$^{20}$Ne allows escape out of the CNO cycle. There is, however, a competition with the $\beta^+$ decay of $^{19}$Ne leading to $^{20}$F and keeping within the CNO cycle. Measurements on the proton capture have been studied in detail at GANIL. This same proton capture reaction, and $^{18}$F(p, $\alpha$) and $^8$Li($\alpha$,n) reactions have been studied at Louvain-la-Neuve, ANL and RIKEN.

Figure 14.24. Dissociation of the exotic nucleus $^{14}$O in the inverse $^{15}$N(p,$\gamma$)$^{14}$O reaction. The radioactive nuclei $^{14}$O are produced in the two-cyclotron set up at GANIL and are dissociated in the strong Coulomb field of a heavy nucleus ($^{208}$Pb) (adapted from Saint-Laurent 1997 © GANIL/IN2P3/CNRS-DSM/CEA).

As the intensity of the currently available RIB is still rather low and nuclear reactions proceed at very small cross-sections, a big effort needs to be invested in order to detect the very minute signals in a large background regime. Therefore, new detection systems are being developed in order to allow the detection of gamma-rays (using Ge mini-ball set-ups) and particle detector systems. Much work is in progress in this direction.

14.4 Outlook

The study of quantum systems at the limit of stability is an intriguing and most interesting domain of physics. This holds for the study of atomic nuclei too when progressing and exploring physics towards the drip lines. The difficulty in obtaining a good description of those more exotic regions of the nuclear mass table using extrapolations from the known region of $\beta$-stable nuclei will fail. It is not very clear as yet how the nuclear many-body system will rearrange itself if a very large neutron or proton excess develops. In the region where experimental access has now opened up possibilities to study drip-line physics, i.e. the very light nuclei, totally unexpected results such as the appearance of halo systems in the neutron distribution have been obtained. Theoretical efforts will most probably have to start from 'scratch' or, stated slightly differently, using general theoretical methods to study the binding conditions for nuclear matter where the neutron-
to-proton ratio is extreme, will have to be used. The studies that have been made so far on the pairing properties of neutron matter may well be helpful to understand finite nuclei too. Much work and effort will be needed in the coming years.

On the experimental side, it has been illustrated that the great effort put into developing radioactive beams of various ions and accelerating them into a diversified energy interval has passed an initial exploratory phase. Various experimental efforts and projects to gain a deeper understanding of the various technical aspects related to both the ISOL and IFS methods are needed in order to construct a firm basis for the development of a full-fledged next-generation RIB facility. At the same time one needs to develop ‘dedicated’ detection systems like the Ge-miniball at REX-ISOLDE, EXOGAM at GANIL, . . . , study secondary-beam detection systems (primary beam suppression), engineer new spectrometers, . . . . Such a facility will certainly open new avenues in nuclear physics research as another illustration of the theme that, whenever new technical possibilities to study the atomic nucleus have become available, the nucleus has always responded with unexpected physics answers. The nuclear physics community is ready to make this next step successful.
Box 14a. The heaviest $N = Z$ nucleus $^{100}$Sn and its discovery

The study and production of doubly-magic nuclei has formed a very specific goal in experimental nuclear physics in particular. Besides the well-known lighter examples of $^4$He, $^{16}$O, $^{40}$Ca, $^{56}$Ni the search for the doubly-magic nucleus $^{100}$Sn has been particularly difficult because this nucleus is situated quite far from the region of $\beta$-stable Sn nuclei. Also, from a theoretical point of view, a number of interesting questions are connected with the study of this doubly-closed $^{100}$Sn nucleus, just near to the proton drip line. Questions about the stability (proton binding in a potential well is helped because of the Coulomb barrier) of this nucleus, the isospin or charge-independent characteristics of the nuclear ground state as well as the study of Gamow–Teller $\beta$-decay properties are all highly interesting.

Nuclei in this $A = 100$ region were mainly produced in heavy-ion fusion-evaporation reactions and investigated using on-line mass separation and in-beam techniques. The search for $^{100}$Sn has been going on for almost two decades at the GSI and GANIL laboratories without success (Ryckaczewski 1993, Lewitowicz et al 1993). It was only with the advent of in-flight projectile fragmentation and subsequent separation methods with high resolving power, first into given $Q/A$ selection combined with energy-loss (degrading) systems, in order to select the specific charge isotopic value ($Z$ value) that $^{100}$Sn was discovered.

The first unambiguous production and identification was almost simultaneously made by groups at GSI and GANIL during experiments carried out in the period March-April 1994. The group at GSI, a TU Münchens-GSI collaboration, was using a $^{124}$Xe beam accelerated at the heavy-ion synchrotron SIS up to an energy of 1095 MeV/A. Subsequent collisions on a Be target fragment, the projectile, in-flight, and the projectile-fragment separator FRS then allowed for the identification of the nucleus $^{100}$Sn. The GSI team needed 277 hours, about $1.7 \times 10^{13}$ $^{124}$Xe ions to produce just about seven $^{100}$Sn nuclei (see figure 14a.1). The experiment was carried out between 10 March and 11 April 1994. The technical details of the projectile fragment separation and identification are discussed in the paper identifying the first production of the doubly-magic nucleus (Schneider et al 1994) and, in a more popular way, by Friese and Sümmmerer (1994). The paper announcing the results was received by Zeitschrift Für Physik on 27 April 1994.

At GANIL, in November 1993, experiments were carried out using a $^{112}$Sn beam with an energy of 58 MeV/A leading to the identification of elements down to $^{101}$Sn. In experiments, carried out a few months later, in April 1994, but now at an energy of 63 MeV/A, production rates could be increased by an order of magnitude using a thicker target of natural Ni placed inside two high-acceptance superconducting solenoids (SISSI). The experiments were able to identify eleven events of $^{100}$Sn. These events were observed, within 44 hours, in a charge state $Q = +48$ and these most dramatic results are shown in figure 14a.2. The paper, announcing these results, was received by Physics Letters B on 7 June 1994. These conclusive experiments at GANIL were run almost exactly on the date the GSI group announced its experimental finding on the detection of $^{100}$Sn nuclei, thus ending a most competitive search for this heaviest doubly magic nucleus. More technical details can be found in the paper discussing this observation (Lewitowicz et al 1994) and in a short announcement article by Ryckaczewski (1994).
THE HEAVIEST \( N = Z \) NUCLEUS

The results obtained at both GSI and GANIL confirm that medium-energy projectile fragmentation reactions combined with projectile-fragment separator techniques offer the most efficient method to produce and study the nuclei up to mass number \( A = 100 \) at the proton drip-line region. A number of papers discussing both the observation of \(^{100}\)Sn and some nearby nuclei are Lewitowicz et al (1995a, 1995b), Schneider et al (1995) and Rycakewski et al (1995).

This first unambiguous signal was the start of an intensive search for extra information about the \(^{100}\)Sn nucleus including the determination of its mass and life-time. A standard method uses time-of-flight (TOF) measurements for the fragments over a given linear flight path of up to 100 m, using high-precision magnetic spectrometers (SPEG at GANIL, TOFI at Los Alamos). The resolving power obtained in such methods is clearly not high enough to carry out a high-precision mass determination for \(^{100}\)Sn. Instead a much increased path length was used and the ions were put in a spiral trajectory using a cyclotron (in the case of GANIL, using the second cyclotron CSS2), and thereby a method was developed transforming such a cyclotron into a very high-precision spectrometer. The mass resolution at the CSS2 in GANIL was shown to go down to \(10^{-6}\) for light ions (Auger et al 1994). Using the fusion-evaporation reaction \(^{50}\)Cr+\(^{58}\)Ni at 255 MeV, and thus optimizing production of elements near mass \( A = 100 \), the various elements formed are injected into the second cyclotron and are accelerated at the same time. Starting from the known mass of \(^{100}\)Ag, Chartier et al (1996) were able to determine for the first time the mass of \(^{100}\)Sn with a precision in \(\Delta m/m\) of \(10^{-5}\) resulting in the value of the mass (mass excess to be more precise) of \(-57.770 \pm 0.300 \) (syst.) \(\pm 0.900 \) (stat.) MeV.

For the seven \(^{100}\)Sn events in the GSI experiment that were implanted into the final detector system, a first analysis of subsequent decay events was performed and a value for the half-life deduced as \(T_{1/2}(^{100}\)Sn\) = \(0.66^{+0.59}_{-0.22}\) s (Schneider et al 1995).

![Figure 14a.1](image_url)  
**Figure 14a.1.** Left-side: the energy deposition versus nuclear-mass-to-charge ratio obtained at the focal plane of the fragment mass separator (FRS) at GSI, Darmstadt. Right-side: precise distribution of the Sn isotopes (upper part). The lower part is obtained from the upper part by putting an independent selection at the focal position of the FRS on the horizontal position within a window of \(+2.5\) cm. It is seen that this constraint removes most of the counts with mass \( A = 100 \). More details can be found in Schneider et al (1994). (Adapted and reprinted from Schneider et al © 1994, with permission from Gordon and Breach.)
Figure 14.2. Identification of the fragments produced in the $^{112}$Sn fragmentation reaction at GANIL. In part (a), the identification of the atomic number $Z$ versus the mass-to-charge ratio $A/Q$ is given. In part (b) (blow-up of the excerpt shown (a)), two groups of Sn isotopes are indicated (the small boxes) for which the more detailed mass distributions have been determined and are shown in parts (c) and (d). More details can be found in Lewitowicz et al (1994). (Reprinted from Lewitowicz et al © 1994, with permission from Elsevier Science.)
Box 14b. Radioactive ion beam (RIB) facilities and projects

At present, seen on the world scale (see figure 14b.1), a large number of the facilities where tandem accelerators, cyclotrons, synchrotrons, etc. are operational are modifying and/or upgrading their present capabilities so as to be able to produce radioactive beams (RB, RIB or RNB are commonly found acronyms standing for radioactive beams, radioactive ion beams or radioactive nuclear ion beams but they all mean the same). A number of new projects are still under study in the scientific community, some projects are through the scientific study phase but are awaiting possible agreement on funding and a number are in the construction phase. These facilities are still very much complementary in order to learn how to control the various 'parameters' that enter the many phases when producing the accelerated radioactive beams (production, ionization, fragmentation, separation, post-acceleration, etc.). They all aim at bringing together the necessary technical expertise to set up a full second-generation large-scale versatile RIB laboratory or facility.

*World Wide Radioactive Beam Facilities*

![World map indicating the many worldwide efforts in radioactive ion beams (RIB) (reprinted from Nazarewicz et al. @ 1996, with permission from Gordon and Breach).](image)

In the light of the specific differences between the isotope separation on-line (ISOL) and in-flight separation (IFS) methods, we shall discuss the various present-day operational and planned projects in these two classes, separately. In each division, we shall subsequently discuss the European, USA and other country efforts in that order.

In the present discussion, the 'closing' date has been taken as January 1998. We use the notation \((O)\) for an operational facility and \((P-year)\) for a project with a planned date for start-up. For most of the facilities \((O, P)\), the home page is also given. For
information about present developments with respect to these various projects, the reader is invited to consult the web pages of the various laboratories and facilities. Moreover, there exists an interesting general newsletter about worldwide activities in the field of RIB developments and physics issues called Isospin Laboratory ISL Newsletter that can be obtained by contacting the chairman of the ISL Steering Committee, Professor R F Casten at rick@riviera.physics.yale.edu.

ISOL FACILITIES AND PROJECTS

European facilities and projects

Louvain-la-Neuve (O)

In the text of Chapter 14, we have already discussed this working ISOL facility in some detail, outlining both the technical aspects and physics research programme. The facility will be complemented by a new, post-acceleration cyclotron (CYCLONE44) (under construction) to be used for accelerating radioactive ions in the energy region 0.2–0.8 MeV/A. This will result in an increase of intensity (order of magnitude) and an increased mass resolving power for the accelerated beams. In addition to the CYCLONE30 proton accelerator the option of using the present \( K = 110 \) cyclotron (now used as the second cyclotron) as the driver accelerator is kept. (http://www.fynu.uel.ac.be)

GANIL-Spiral (P-1998)

This is the ISOL project at GANIL, which is approaching the final stages of the construction phase. This will then supplement the IFS facility with an ISOL set-up. The radioactive ions generated in the production target (at high temperatures of 2300 K) will pass into an ECR source. After extraction, low-energy RIB will be selected by a mass separator with a relatively low analysing power (\( \Delta m/m \approx 4 \times 10^{-4} \)) before being injected into the new \( K = 265 \) CIME cyclotron and accelerated up to energies of 1.8–25 MeV/A. A special magnetic selection will be made before sending the RIB into the experimental halls. This facility should be operational by the end of 1998. Regular updating information can be found in the journal Nouvelles du GANIL. (http://ganinfo.in2p3.fr)

REX-ISOLDE at CERN (P-1998)

This project was agreed by the CERN Research Board in Spring 1995. It will run as a pilot experiment post-accelerating the already existing radioactive ions produced at the PS Booster by ISOLDE, up to 2 MeV/A. The early physics programme concentrates on the study of very neutron-rich \( N = 20 \) and \( N = 28 \) nuclei.

The 60 keV ISOLDE beams will be accelerated using a novel method, combining a Penning trap, an EBIS (electron beam ion source) and a linear accelerating structure. The singly ionized ions coming from ISOLDE become stopped in a buffer gas-filled Penning trap and are cooled and ejected as ion bunches into the EBIS source, which acts as a charge breeder before post-accelerating. This project is expected to be operational at the beginning of 1999. (http://isolde.cern.ch)
EXCYT project at Catania (P-1999)

The name stands for ‘Exotics at the Cyclotron Tandem Facility’. At present the facility in Catania has a K800 variable energy cyclotron with superconducting coils and an operational 15 MV tandem. The project, which will use the cyclotron as a driver to accelerate mainly light ions with energies between 50–100 MeV/A, producing the secondary radioactive ions using the ISOL technique, will use the tandem as a post-accelerator. This combination should be operational in 1999. In the longer term, one is considering possibilities for a new 200 MeV proton-driver accelerator. (http://www.INS.infn.it/)

Dubna (P)

Similarly to the project at Catania, a project has been worked out that would couple the two existing accelerators (cyclotrons). (http://www.jinr.dubna.su/)

PIAFE at Grenoble (P)

The project acronym stands for ‘Project d’Ionisation et d’Acceleration de Faisceaux Exotiques’ (production, ionization and acceleration of exotic neutron-rich nuclei that are generated in the fission process at the high-flux reactor at the Institut Laue–Langevin (ILL)). A first phase will concentrate on the specific fission source to be constructed, the extraction and the subsequent mass separation. A second phase is still under study (the extraction of fission products and coupling to an accelerator). It exists as a fully worked out technical report with funding covering a large part of the project. A number of remaining fund-raising problems hamper the realization of this interesting proposal. (http://isnwww.in2p3.fr/piafe/piafe/html)

Munich (P)

The outcome of the above exploratory studies with respect to the technical feasibilities of the PIAFE project will be very important for a very similar project planned at the FRM-II reactor at Munich. The new reactor has been under construction since 1996. (http://www.frm2.tu-muenchen.de/)

North-American facilities and projects

HRIBF at Oak Ridge (O/P)

The Holifield Radioactive Ion Beam Facility (HRIBF) at Oak Ridge uses the combination of ORIC, the cyclotron and the 25 MV tandem accelerator. After the driver, there is an ISOL target and ion source installation. Note the specific need for negative ions to be accelerated in the tandem. On 30 August 1996, a first successfully accelerated RIB of $^{70}$As, formed via the $^{70}$Ge(p,n)$^{70}$As reaction using 42 MeV protons from the cyclotron, was produced with an energy of 140 MeV. A new recoil mass separator (RMS) is operational and the former Daresbury DRS (Daresbury recoil separator) is ready for commissioning. A proposal is prepared for a next generation ISOL facility that may use a National Spallation Neutron Source as a driver. (http://www.phy.ornl.gov/hrbf/hrbf.html)
At the Argonne Tandem/Linac accelerator facility (ATLAS), a working paper was prepared in 1995, entitled 'Concept for an Advanced Exotic Beam Facility' based on ATLAS. The present superconducting linac, with positive injector, can accelerate any ion with $Q/A > 0.15$ without further stripping from 30 keV/A up to and greater than 6 MeV/A.

There is space available for a driver accelerator, installing a production target, a high-resolution mass separator and a radioactive beam pre-accelerator. A lot of research and development work has been carried out during the last few years to study many of the technical aspects in order to prepare a well documented project proposal. We would like to mention that some very specific RIB experiments have been carried out at ANL: the $^{18}\text{F}(p,\alpha)^{15}\text{O}$ reaction and the $^{18}\text{F}(p,\gamma)^{19}\text{Ne}$ reaction. (http://www.phy.anl.gov/div/rib/index.html)

**LBRL at Berkeley (P)**

The BEARS initiative (acronym standing for Berkeley Experiments with Accelerated Radioactive Species) aims at developing a cost-effective radioactive beam capability at the 88 inch cyclotron. The coupled cyclotrons methods would be used. (http://www.lbl.gov)

**ISAC at Triumf (P-2000)**

After the agreement to build the ISAC (Isotope Separation and Acceleration) Facility in 1995 as part of a 5 year programme, Triumf has the advantage and possibilities of carrying out RIB physics on two fronts: one with the ISAC facility, under construction, and also with the TISOL (Triumf Isotope Separator On-Line) facility. Whereas TISOL will continue operation in order to provide key exotic isotopes and as a target ion-source development facility, it is within the ISAC project to produce accelerated RIBs.

ISAC is the Triumf upgrade expected to provide first beams by the end of 1999. Work on target stations is being carried out in order to handle up to 100 $\mu$A of the 500 MeV proton beam. The post-accelerating linac will then move the ions up to an energy in the region 0.15–1.5 MeV/A for experimental physics studies. There will be ample space for experiments in two major halls in order to handle (i) the unaccelerated ISOL beams (with $A < 240$) by early 1999 and (ii) the accelerated beams (with $A/Q < 30$) by 2000. The final design of ISAC will then allow various upgrades (energy, mass, etc). (http://www.triumf.ca/isac/lotharisac.html)

**Other countries: facilities and projects**

**JHP at INS/KEK in Japan (P)**

Concerning future plans as to this JHP, a reorganization of two institutes (INS from the University of Tokyo and KEK) to form a single, new institute for high-energy and nuclear physics has been approved and the budget proposal for the accelerator construction has been submitted and final approval is expected soon. There are plans to set up an RIB facility in the E-area of the JHP (Japanese Hadron Project) with an intensive driver accelerator (1 GeV protons, 100 $\mu$A). This E-area is the reacceleration facility and low-energy beams of high-quality will be supplied.
In preparation, for later approval, the INS has worked on a development project for the production of 0.8 MeV/A beams of light elements by means of a new high-resolution mass separator, on-line to the 40 MeV proton beam from the K68 cyclotron. As post-accelerator, they use a prototype linac. At present, this is almost working. (http://www.kek.jp/)

IFS FACILITIES AND PROJECTS

European facilities and projects

GSI at Darmstadt (O)

At the GSI (Darmstadt), the whole mass range of heavy ions is available, using the UNILAC and synchrotron combination, with energies up to 2 GeV/A. These ions are then fed into the high-transmission fragment separator FRS. The storing and cooling of secondary beams in the ESR (Experimental Storage Ring) provides a number of unique possibilities. The discussion of a long-term upgrade has started, including a project to produce very intensive relativistic heavy-ion beams. (http://www.gsi.de/gsi.html)

GANIL (O)

The two \( K = 380 \) cyclotrons provide intermediate-energy heavy ions up to an energy of 95 MeV/A. The subsequent fragment separation, in flight, is made by LISE and SISSI. (http://ganinfo.in2p3.fr/)

Catania (P-1998)

A fragment separator, ETNA, will soon be commissioned at the \( K = 800 \) cyclotron in Catania. (http://www.lns.infn.it)

Dubna (P-1998)

A fragment separator, COMBAS, will be commissioned soon at the \( K = 450-630 \) cyclotron U400M. (http://www.jinr.dubna.su/)

North-American facilities and projects

National Superconducting Laboratory (NSCL) at MSU (O/P-2001)

Michigan State University has been using radioactive beams since 1990. Secondary beams have been produced from reactions using the 30–200 MeV/A primary beams produced by the K1200 cyclotron. These secondary beams are collected and separated in-flight by the A1200 mass separator. In 1996, the NSF agreed upon an important upgrade and to move towards a coupled cyclotron upgrade. The various steps are as follows. (i) A refurbishment of the present K500 cyclotron to a highly reliable accelerator. This will allow the K500 and K1200 cyclotrons to be coupled with the first one accelerating low-charge state but intensive beams that will be stripped in the K1200 and accelerated up to 200 MeV/A. This proposed upgrade should result in a large intensity gain for the radioactive beams, often by a factor as high as \( 10^3 \) as compared to present capacities. (ii) Constructing and installing a new and highly efficient fragment separator, the A1900. This will allow a very wide programme for nuclear physics research going towards the
proton drip line near mass $A = 100$ and reaching the neutron drip line for the $\text{Ca}$ nuclei. (http://www.nscl.msu.edu/)

*Notre-Dame (O/P)*

At the FN Notre Dame tandem Van de Graaff accelerator (10–11 MV), secondary beams have been produced since 1987 using in-flight light-ion transfer reactions. A 3.5 T superconducting solenoid is used to separate the ions. A project (TWINSOL) has been funded and constructed which uses two superconducting solenoids (6 T each) to collect and focus the low-energy RIB produced in the direct reaction, using the primary beam of the tandem. This (i) increases the maximum energy for the lightest beams, (ii) improves beam purity, (iii) allows transport of the secondary beams to a well-shielded region for nuclear spectroscopy. (http://www.nd.edu/~nsl/)

*Other countries: facilities and projects*

*RIKEN in Japan (O/P)*

At present RIKEN has an operational IFS system at the K540 ring cyclotron. A RIB facility is proposed at RIKEN in Japan and construction has been agreed by the Science and Technology Agency (STA). It is a system consisting of two superconducting ring cyclotrons (SRC-4 and SRC-6), a storage/cooler and double-storage rings (MUSES). Beams are expected to be delivered by the year 2002. (http://www-ribf.riken.go.jp/ribf_e.html)

*Sao Paulo in Brazil (P)*

The University of Sao Paulo has a funded proposal for a low-cost facility, very much like the Notre Dame double-solenoid concept. The accelerating system would be built from the existing 8 MV Pelletron tandem and a linac booster for which the components have already been acquired. (Contact hussein@if.usp.br)
15.1 Introduction

In nuclear physics research a number of new directions has been developed during the last few years. An important domain is intermediate energy nuclear physics, where nucleons and eventually nucleon substructure is studied using high-energy electrons, as ideal probes, to interact in the nucleus via the electromagnetic interaction (Box 15a). It has become clear that the picture of the nucleus as a collection of interacting nucleons is, at best, incomplete. The presence of non-nuclear degrees of freedom, involving meson fields, has become quite apparent. Also, the question whether nucleons inside the nucleus behave in exactly the same way as in the ‘free’ nucleon states has been addressed, in particular by the European Muon Collaboration (EMC) and the New Muon Collaboration (NMC), with interesting results being obtained, in particular, at CERN. These various domains, once thought of as being outside the field of nuclear physics have now become an integral part of recent attempt to the nucleus and the interactions of its constituents in a broader context.

We shall discuss the studies and observations of mesons inside the nucleus and illustrate section 15.2 with a large number of specific ‘box’ discussions. In section 15.3, we concentrate on the dedicated project for studying direct photon–quark coupling at CEBAF and how it may be accomplished. In section 15.4 we discuss some facets of the nucleon structure and in section 15.5, at much higher energies still, we concentrate on the eventual formation of a quark-gluon plasma state of matter and its major implications for nuclear physics that will bring us up to the year 2000.

15.2 Mesons in the nucleus

At the Linear Accelerator of Saclay (LAS), much progress has been made in the study of mesons and their presence inside the nuclei (deuterium). In theoretical studies, these systems have the advantage of containing just a few nucleons. It is possible, starting from a two-body interaction, to calculate various observable quantities of these very light systems, e.g. charge and magnetism inside the nucleus. The lightest mirror nuclei $^3\text{He} - ^3\text{H}$ show a number of interesting facets on the detailed nuclear interaction processes. Experiments on $^3\text{H}$, a radioactive nucleus, are quite difficult and data have not been available until very recently. At the LAS, experiments were performed during a three-year span using a very special $^3\text{H}$ target construction with an activity of $\approx 10000$ Curie. Experiments concerning nuclear currents turned out to be radically different from a standard pure-nucleon picture and the measured magnetic form factor is shown in figure 15.1.
In general, it is assumed that the nucleon–nucleon interaction originates from meson exchange (Box 15b). For charged meson exchange, the appropriate exchange currents are created. It is this current, superimposed on the regular nucleon currents that have been observed in an unambiguous way via electron scattering. It has been proven that a class of exchange currents arise because of underlying symmetries, which, in retrospect influence processes like pion production, π meson scattering off nucleons and muon capture in nuclei. All these experiments have given firm evidence for the presence of meson degrees of freedom that describe a number of nuclear physics observables.

Probing the atomic nucleus with electrons and so using the electromagnetic interaction, is an ideal perturbation with which to study the nucleus and its internal structure (see Chapters 1 and 10). With photons with an energy of 10–30 MeV, the nucleus reacts like a dipole and absorbs energy in a giant resonant state (Chapter 12). The absorption cross-sections, using the dipole sum rule, clearly indicated the effect of meson exchange in an implicit way.

At higher energies, the nucleus behaves rather well like a system of nucleons moving independently from each other. Nucleon emission can originate in a 'quasi-free' way and indicates motion of nucleons in single-particle orbitals (Chapter 10). An important result has been the study of the nuclear Coulomb response, i.e. the reaction of the nucleus to a perturbation of its charge distribution. In contrast to the expected result that this response would vary with the number of protons present in a given nucleus, the variation is much less, indicating about a 40% 'missing' charge in Fe and Ca nuclei. This feature is still not fully understood and is presented in figure 15.2 for $^{40}$Ca.

A number of theoretical ideas have been put forward relating to a modification of the proton charge by dressing it with a meson cloud or modifying the confinement
forces of quarks inside a nucleon. The results of a comparison of electron scattering cross-sections on $^{40}$Ca with similar scattering on isolated protons indicates that even a very small modification of the proton characteristic is highly improbable and thereby invalidates many theoretical models.

Whenever the energy transferred by a photon to the nucleus becomes of the order of the $\pi$ meson rest mass ($\approx 140$ MeV/c$^2$), these mesons can materialize inside the nucleus. At 300 MeV incident energy, the nucleon itself becomes excited into a $\Delta$ state. This is a most important configuration which modifies the nuclear forces inside the nucleus. They might be at the origin of understanding ‘three-body’ forces. Using photo-absorption at the correct energy, the $\Delta$ resonance can be created inside the nucleus and its propagation studied. Experiments at the L.A.S. on light nuclei, have indicated that the $\Delta$ nucleon excitation gives rise to a sequence of $\pi$ meson exchanges between nucleons thereby modifying the original n–n interaction (Box 15c). The absorption cross-section remains the same, independent of the nuclear mass (see figure 15.3) and its magnitude increases according to the number of nucleons present, indicating an ‘independent’ nucleon picture, even though the spectrum deviates strongly from that of a free nucleon.

In all of the above, a pure nucleonic picture fails to describe correctly many of the observations. The question on how many nucleons the photon is actually absorbing is not an easy one to answer. Light nuclear photodisintegration has been studied in that respect. It has thereby been shown that ejection of a fast-moving nucleon from the nucleus results in a three-body decay. The resulting distributions, however, are comparable to the mechanism of photon absorption on a pair of correlated nucleons. This is a most important result.

Even though the basic nuclear structure remains that of protons and neutrons, the substructure of nucleons is a meson cloud, in which $\Delta$ resonances play an important role too and this importance allows a new and more fundamental picture of the nucleus to emerge.

In order to elucidate a number of questions relating to the precise role of mesons inside the nuclear interior and even, at a deeper level, to the quark substructure, new electron accelerators are planned to operate at general GeV. A 4 GeV project (CEBAF)
is under construction and European discussions on a 15 GeV electron continuous wave (CW) accelerator are highly active.

15.3 CEBAF: Probing quark effects inside the nucleus

Electron energies up to \( \simeq 4 \) GeV are needed to probe deep inside the nucleus with energies and momenta high enough to 'see' effects at the quark level. The machine requires a 100\% duty cycle with a high current (\( \simeq 200 \mu A \)) in order to allow coincidence experiments that detect the scattered electron and one or more outgoing particles, so that the kinematics of the scattering processes may be characterized in a unique way.

A consortium of South-eastern Universities (USA) in a Research Association (SURA) have created the possibility for a Continuous Electron Beam Accelerator Facility (CEBAF) at Newport News, Virginia.

The main scientific objectives are to characterize the properties and interactions of quarks and quark clusters inside the nucleus. So, the study of protons and neutrons and also of nucleon–nucleon correlations (6-quark clusters), nucleon resonances (excited 3-quark systems) and hypernuclei are the major research topics. Besides this, interest is being generated in the study of transitions between the nucleon–meson and quark–gluon description of nuclear matter and of finite, light nuclei.

Coincidence experiments detecting both the emerging, inelastically scattered electrons and the nucleon fragments (an emerging nucleon, an emerging nucleon pair; emerging nucleon accompanied by meson(s)) will be able to resolve properties of quark clusters and their dynamics inside the nucleus for the first time. Eventual upgrading to higher energies (10–15 GeV) should be possible in future, to probe even more fundamental characteristics of the quark–photon coupling process. These various stages of physics are illustrated schematically in figure 15.4.
After more than a decade of planning and preparation, CEBAF began operating in November 1995 with experiments using the 4 GeV continuous-wave (cw), 100% duty-cycle electron accelerator facility. The facility has now been renamed the Thomas Jefferson National Accelerator Facility (TJNAF). The accelerator has been designed to deliver independent cw beams to the three experimental areas, called Halls A, B and C. These extensive and complementary Halls will allow researchers to probe both the internal nucleon and nuclear structure characteristics. An interesting, more technical but very readable description of the recent status of TJNAF is given by Cardman (1996).

Over the next decade, it is expected that the maximum energy of the accelerator will be upgraded to 8–10 GeV. With the present radii in the accelerator set-up the large recirculation arcs even permit upgrading to 16 GeV before synchrotron radiation becomes important.

The present-day high-current electron accelerators are given in figure 15.5. The ‘open’ symbols represent proposed facilities or facilities under construction at present: the higher-energy electron facility that is still under discussion within the European nuclear physics community is not plotted.

The present CEBAF or TJNAF accelerator facility uses a recirculating concept that requires superconducting accelerator cavities and therefore a huge liquid helium refrigeration plant had to be constructed. The accelerating and recirculating mechanism is illustrated in figure 15.6. This ingenious mechanism has been working in a ‘mini’ version at the DALINAC in Darmstadt since 1991.
Figure 15.5. Diagram illustrating various existing and planned electron accelerators, the maximum attainable energy (in GeV units) is plotted against the duty factor (in %). The open figures represent machines that are approaching completion (taken from CEBAF report 1986).

15.4 The structure of the nucleon

In the present section we will discuss some of the implications of our understanding of the nucleon and of its motion inside the nucleus. The 'bag' model allows us to describe quite a number of nuclear observables and is related to the question of how 'large' a nucleon is.

The nucleon appears to be made up of two regions: a central part, the part of freely moving quarks in the asymptotic free regime, and the outer region of the meson cloud where pions and other heavy mesons can exist. Recent theoretical studies build on the concept of 'chiral symmetry' and play an important role in understanding this division into two regions (Bhaduri 1988).

A number of early results on the internal proton structure became accessible through highly inelastic electron scattering carried out at the Stanford Linear Accelerator Center (SLAC). A MIT-SLAC collaboration showed clearly a structure of point-like constituents but this was puzzling because such a structure seemed to contradict a number of well-established descriptions. Later work helped to identify these structures with quarks inside the proton (Kendall et al 1991) (see also Chapter 1).

A good approach to study the nucleon and the internal structure stems from
measuring the excited states of a nucleon made out of three quarks. Since quarks are confined, a single quark cannot move very far out and so, the excitation spectrum of the nucleon remains very simple as indicated in figure 15.7(a), which shows the lowest-lying excited states. Other excitations begin above $\simeq 1700$ MeV.

The negative parity excited states can be well described by considering quarks to move in a harmonic oscillator potential (figure 15.7(b)). There are five odd-parity excited states since the spins of the three quarks can be coupled to spin $\frac{1}{2}$ or $\frac{3}{2}$; the total is coupled to the orbital angular momentum of spin 1 yielding $J^\pi = \frac{1}{2}^-, \frac{3}{2}^-$ and $\frac{1}{2}^-, \frac{3}{2}^-, \frac{5}{2}^-$. 

Figure 15.6. Comparison of the recirculating principle to obtain 4 GeV electrons with the linear concept of a 4 GeV accelerator. The $8 \times 0.5$ GeV sections can be reduced by an ingenious recirculating principle to only $2 \times 0.5$ GeV sections. The recirculating structure is illustrated in the lower part together with some linac tunnel cuts (taken from CEBAF report 1986).
Figure 15.7. (a) The excitation spectrum of the nucleon starting from a description of three quarks moving in oscillator potential with oscillator energy $\hbar \omega = 600$ MeV (b). In (a) the odd-parity states are shown at the right and result from promoting a quark by one oscillator quantum (from a 1s into a 1p state).

Figure 15.8. Nucleon–nucleon interaction versus the separation between the two interacting nucleons. The coupling (meson exchange) at the various separations is expressed by the type of meson exchange: $\pi$-exchange (OPEP), scalar exchange, $\omega$-exchange eventually reaching the nucleon bag radius (taken from Brown and Rho 1983).

These states would all be degenerate were it not for the presence of spin–spin residual interactions

$$\hat{H}_{int} = \sum_{i \neq j} g(|\vec{r}_i - \vec{r}_j|) \vec{\sigma}_i \cdot \vec{\sigma}_j.$$  \hspace{1cm} (15.1)

This gives rise to a repulsive energy correction in states with all spins parallel and corresponds to the observed triplet and doublet states, as indicated in figure 15.7. The centroid energy is at $\sim 1600$ MeV with the nucleon ground state at 940 MeV. Through the residual interactions as described by equation (15.1), the spin $S = \frac{1}{2}$ ground state will be pushed down from its unperturbed energy close to 1000 MeV such that we can approximate the oscillator energy quantum $\simeq 600$ MeV from the energy difference between the lowest $s$ state and the energy corresponding to the centroid of $p$ states (see
also figure 15.7). In the harmonic oscillator approximation we can equate

$$\frac{\hbar^2}{M_q r_q^2} = \hbar \omega. \quad (15.2)$$

with $M_q$ the quark mass and $r_q$ the radius parameter. The mass problem is a difficult one but, using arguments relating to magnetic moments, a mass of $M_q \simeq \frac{1}{3}M_N$ can be deduced. Such a model with massive quarks is called the 'constituent quark' model. With such a massive quark, a radius $r_q \simeq 0.45 \text{ fm}$ results with a mean-square value of $\langle r^2 \rangle_N = \frac{3}{2}a^2$. Correcting for spurious centre-of-mass motion, the value is reduced to $\langle r^2 \rangle_N = a^2$, or a root-mean-square radius of $\simeq 0.45 \text{ fm}$.

The effect on the nucleon structure of gluon exchange between quarks has been discussed by Ruijula et al (1975). A simple introduction to the internal structure of nucleons using the terminology of quarks, gluons and the like can be found in Bhaduri (1988). In lowest order, the coupling is depicted by a Lagrangian very similar to the one describing photon–electron coupling with $g$ the quark–gluon coupling strength. The potential becomes identical to that describing the electromagnetic interaction between two relativistic particles. The coupling strength, here, becomes a function of the momentum. The spin–spin interaction, in addition to other spin-orbit and tensor components, has the Fermi–Breit expression (Bhaduri 1988). The nucleon is made up of three quarks in the $s$-state coupled to $S = \frac{1}{2}$, while the $S = \frac{3}{2}$ configuration corresponds to a three-$s$-quark configuration at $\Delta$ (1230 MeV). To lowest order, the detailed structure of the Fermi–Breit interaction does not intervene and for the nucleon (or isobar) one has

$$\hat{H}_{ni} = C \sum_{i \neq j} \hat{\sigma}_i \cdot \hat{\sigma}_j. \quad (15.3)$$

with $C$ containing constants and radial strength integrals. A value of $C = 25 \text{ MeV}$ is deduced from the $N–\Delta$ energy separation if we contribute the full energy splitting to the effect of (15.3). These ideas can also be used to deduce a value of $\simeq 150 \text{ MeV}$ for the splitting between the triplet and doublet negative parity states as indicated in figure 15.7(b). This is in rather good agreement with the data. A puzzle, though, is the fact that no, or at most a weak, spin-orbit force is needed to describe the nucleon and its low-lying excited states. The spectroscopy of various other mesons and baryons can be understood rather well along similar lines and so gives a simple, unifying lowest-order picture.

Using this simple quark model, a ratio of the proton to neutron magnetic dipole moment of $-\frac{3}{2}$ (compared to $-1.46$ experimentally) is derived in an $SU(4)$ model. Here, the proton has two up quarks (u) and one down quark (d) and the neutron one up and two down quarks. Calling $\mu_d$ the magnetic moment of the two like quarks and $\mu_b$ the magnetic moment of the remaining quark one derives (Perkins 1987)

$$\mu_N = \frac{4}{3} \mu_d - \frac{1}{3} \mu_b. \quad (15.4)$$

In this quark $SU(4)$ model, the u(d) quark moments are

$$\mu_{u(d)} = \frac{1}{2} \left( \tau_3 + \frac{1}{3} \right) \frac{M_N}{M_q} (\mu_B) \quad (15.5)$$
with \( \tau_3 = +1(-1) \) for u(d) quarks. Here, \( \tau_3 \) denotes the third component of isospin. The isospin variable is, just like the ordinary spin variable for a two valued quantity which can be used to classify, in a most elegant way, a large collection of protons and neutrons constituting a nucleus or other composite systems (Bhadhuri 1988). One can then derive

\[
\mu_n = M_N / M_q \\
\mu_p = - \frac{2}{3} M_N / M_q,
\]

(15.6)

where we have taken \( M_u = M_d = M_q \). For \( M_q = \frac{1}{3} M_N \); one gets \( \mu_p = 3, \mu_n = -2 \), quite close to the data.

This picture has been extended to other particles (Brown and Rho 1983). Recent studies on the precise origin of the spin structure of the nucleon have been carried out in muon scattering experiments at CERN and lead to some slight problems relating to the simple three-quark picture of nucleon structure.

Early models using the construction of a nucleon with three 'constituent' quarks, were able to get a rather good description of the nucleon gyromagnetic ratios (Perkins 1987). More detailed studies have tried to find out where the nucleon spin resides: in the quark structure, what would be the gluon spin content and can the quark-sea become polarized? Experiments carried out at CERN, within the EMC (the European Muon Collaboration) and at SLAC have shown that the spin contributions of all quarks and antiquarks present in the nucleon almost cancel to zero. A more detailed outline of this search for a better understanding of the original spin content of protons and neutrons is given in Box 15d.

As pointed out earlier, the deep-inelastic electron scattering experiments at SLAC were the decisive in demonstrating the nuclear quark substructure, with quarks moving almost as free particles. The MIT-bag model (Chodos et al 1974) considers quarks confined by a boundary condition at radius \( R \). No particles can escape the bag which translates into a condition on the normal component of the vector current at \( r = R \). From this model, one can construct quark wavefunctions which move inside the bag as massless Dirac fermion particles. The amount of energy inside the bag (volume term) is \( \frac{4}{3} \pi R^3 B \) (with \( B \) a 'bag' constant). Quark energies can then be obtained using stationary states inside a bag with the necessary boundary constraints. So one gets e.g. for the \( 1s_{1/2} \) ground-state quark the value \( E_q = 2.04\hbar c / R \) and a corresponding bag energy

\[
E_{\text{Bag}} = \frac{4}{3} \pi R^3 B + 3(2.04\hbar c / R).
\]

(15.7)

The parameter \( B \) can be determined by requiring that the energy (15.7), is minimized with respect to \( R \), and corresponds to the experimental nucleon mass. Of course, a sharp bag surface remains a crude approximation but this picture greatly simplifies meson coupling to the bag.

A great advantage of the MIT bag model is that it gives a specific way to make allowing a number of detailed calculations that give rise to quark wavefunctions. Gluon exchange can be handled using the quark wavefunctions that replace the function of the constituent quarks. In the bag model, tensor and spin-orbit forces are then the result of gluon exchange. The spin-orbit terms can be evaluated and it turns out that the confinement contribution almost fully cancels the gluon exchange part. This MIT bag
model, in which one starts with massless up and down quarks, has great advantages even if on a phenomenological level it does no better than the constituent quark model.

It is interesting to apply the idea of the nucleon as a small quark core surrounded by a meson cloud to interacting nucleons and which leads to the Yukawa idea of a meson-exchange description. By coupling the pion to the nucleon bag, one is able to construct the boson exchange model. The intermediate range interaction comes from the exchange of two-pion systems in a relative \( l = 0 \) state; the \( \rho \) meson consists of two pions in a relative \( l = 1 \) (p-state) state. Both the \( \rho \) and \( \omega \) mesons exhibit an underlying \( q\bar{q} \) structure at short distances. The repulsive part is related to \( \omega \) exchange (figure 15.8) which gives rise to a potential of the form

\[
V_\omega(|\vec{r}_1 - \vec{r}_2|) = \frac{g_{\omega NN}^2}{4\pi} M_\omega c^2 \frac{\exp(-M_\omega |\vec{r}_1 - \vec{r}_2|)}{M_\omega |\vec{r}_1 - \vec{r}_2|}.
\]

(15.8)

where \( g_{\omega NN}^2/4\pi \) is \( \approx 10-12 \), and \( M_\omega c^2 = 783 \) MeV. This interaction quickly decreases with increasing distance \( |\vec{r}_1 - \vec{r}_2| \) and has a value of \( \approx 1 \) GeV at 0.4 fm; it is still appreciable at a distance of \( |\vec{r}_1 - \vec{r}_2| \) \( \approx 1 \) fm. In calculations with the bag model, the \( \omega \)-exchange potential will begin to cut off when the nucleon bags start merging but a repulsive part will remain even for very short distances. So, bags in nuclei do not move freely in an uncorrelated way because of the highly repulsive interaction which keeps the bags (nucleons) separated. This repulsion between bags may be the major reason why the quark substructure of the nucleon seems to show so little effect on genuine nuclear physics and nuclear structure phenomena. Proceeding to much higher energies and densities (see section 15.5) can create conditions to overcome the repulsive part.

The precise structure of the repulsion that remains after two bags have merged still needs to be determined. In general, effects from quark substructure are very difficult to be observed in low-energy nuclear physics processes. Not only does the quark core of the nucleon have a small radius compared with the average nucleon–nucleon separation inside the nucleus, but the repulsion coming from the vector–meson exchange potentials works in the direction of keeping the nucleons apart. It will take some time longer before an understanding of the nucleon–nucleon interaction can be put into the language of non-perturbative properties of QCD.

15.5 The quark–gluon phase of matter

In the present chapter, it has become clear that protons and neutrons are no longer considered as elementary but are composed of quarks in a bound state. The binding forces are quite distinct from forces normally encountered in physics problems: at very short distance, the quarks appear to move freely but, with increasing separation, the binding forces increase in strength too. So, it is not possible to separate the nucleon into its constituent quarks. Quarks seem to be able to exist only in combination with other quarks (baryons) or with anti-quarks (mesons).

This picture has also modified our ultimate view of a system of densely packed nucleons. For composite nucleons, interpenetration will occur if the density is increased high enough and each quark will find many other quarks in its immediate vicinity (see figure 15.9). The concepts of a nucleon and of nuclear matter become ill-defined at this
high-energy limit and a new state of matter might eventually be formed: a quark plasma whose basic constituents are unbound quarks (Satz 1985).
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**Figure 15.9.** Comparison of a collection of nucleons in (a) a hadronic or nuclear matter phase, and (b) within a quark–plasma description.

One might ask the question why would the quarks become an 'unconfined' state at high energy and high density. The reason is to be found in charge screening which is also known in atomic physics. The force between the charged partners appearing in a bound-state configuration is influenced in a decisive way if many such objects are put closely together. The Coulomb force has, in vacuum, the form $e^2/r$ and in the presence of many other charges it becomes subject to Debye screening and we obtain the form $e^2 \exp(-r/r_D)/r$ with $r_D$, the screening radius inversely proportional to the overall charge density of the system. If, in atomic systems, the Debye radius $r_D$ becomes less than the typical atomic radius $r_{\text{Bohr}}$, the binding force between the electron and the nucleus is effectively screened and the electrons become 'free'. The increase in density then results in an insulator to conductor transition (Mott 1968). Screening is thus a short-range mechanism that can dissolve the formation of bound states and one expects this to apply to quark systems too.

The force acting between quarks acts on a ‘colour’ charge which plays the rôle of the electric charge in electromagnetic interactions. Nucleons are ‘colour’-neutral bound states of ‘colour’-charged quarks and so, nuclear matter corresponds in the above terminology to a ‘colour’ insulator. With increasing density though, ‘colour’ screening sets in and leads to a transition towards a ‘colour’ conductor: the quark plasma. So the new state is conductive in relation to the basic charge of the strong interaction (and thus of QCD). The experimental investigation of these phenomena is a major study topic for ultra-relativistic heavy ion colliding projects (RHIC at Brookhaven National Laboratory, LHC at CERN, etc) (Gutbrod and Stöcker 1991).

Quantum chromodynamics (QCD) describes the interaction of quarks in much the same way as QED for electrons. Matter fields interact through the exchange of massless vector gauge fields (here gluons and quarks correspond to photons and electrons). The interaction is determined by an intrinsic charge, the ‘colour’, and each quark can be in one of the three possible quark colour states. In contrast to QED, however, the gauge fields also carry charge and as a result the gluons interact with the quarks but
also amongst themselves which is the crucial feature of QCD. It results in a confining potential \( V(r) \sim |\vec{r}| \). QCD can now predict e.g. the transition temperature from nuclear matter to a quark plasma in units of the nucleon mass and this mass itself is calculated as the lowest bound state of three massless quarks. Starting from the QCD Lagrangian, one has to determine the Hamiltonian \( \hat{H} \) and then construct the partition function in the usual way for a thermodynamic system at temperature \( T \) and within a given volume \( V \) as,

\[ Z(T, V) = \text{Tr}(e^{-i\hat{H}/T}). \tag{15.9} \]

Once the function \( Z \) is known, the desired thermodynamic quantities can subsequently be determined, such as

\[ \varepsilon = \frac{T^2}{V} \left( \partial \ln Z / \partial T \right)_V \]
\[ P = \left( \partial \ln Z / \partial V \right)_T. \tag{15.10} \]

with \( \varepsilon \) the energy density, \( P \) the pressure. At high density (the quark-free regime) calculations are rather straightforward and known from QED. Since we are interested in the transition between strongly coupled nuclear matter and the weakly coupled plasma, a much more difficult problem is posed. The only approach possible is that of using a lattice formulation (Wilson 1974). Replacing \((\vec{r}, t)\) with a discrete and finite set of lattice points, the partition function becomes very similar to the corresponding partition function for spin systems in statistical mechanics. So, computer simulations can be carried out in the evaluation of lattice QCD studies (Creutz 1983). Renormalization methods then allow us to take the limit and recover the continuum limit. These lattice QCD states have been used extensively in the study of the phase transitions in strongly interacting matter.

We shall not discuss computer simulations of statistical systems (Binder 1979) but concentrate on the major results obtained. Most results are obtained for 'hot mesonic matter' of vanishing baryon number density. The other extreme, the compression of 'cold nuclear matter' is the subject of much research.

Starting with matter of vanishing baryon density, the energy density of a non-interacting gas of massless quarks and gluons is

\[ \varepsilon = \left( \frac{37\pi^2}{30} \right) T^4 \approx 12 T^4. \tag{15.11} \]

Just like in the Stefan–Boltzmann form for a photon gas, the numerical factor in (15.11) is determined by the number of degrees of freedom of the constituent particles: their spins, colours and flavours. The energy density obtained via computer simulations is shown in figure 15.10; there is a rapid change from the mesonic regime into the plasma regime. The transition temperature is around 200 MeV which means an energy density of at least 2.5 GeV \( \text{fm}^{-3} \) in order to create a quark–gluon plasma phase.

The thermodynamics of strongly interacting matter is of importance to cosmology. Very soon after the big bang, the universe most probably looked like a hot, dense quark–gluon plasma; its rapid expansion then reduced the density such that after \( \approx 10^{-3} \) s, the transition to the hadronic phase took place. The collision of two heavy nuclei at high enough energies should then be able to recreate the conditions for a 'little bang'. The important questions here are: (i) can a high enough energy density be obtained for the transition to take place; (ii) whether the system is extended and long-lived enough to
reach the thermodynamical equilibrium required for a statistical QCD description; and (iii) how can we determine that a quark–gluon plasma has indeed been produced and how to measure its properties.

When two nucleons collide at high energy they almost always pass just through each other. In the process, the nucleons are excited but in addition they leave a ‘zone’ of deposited energy in the spatial region they passed through (figure 15.11). This ‘vacuum’ energy is rapidly hadronized; the secondary particles usually produced in such collisions. Analysing p–p collision data, a deposition of energy at high enough energies is about $\frac{1}{3}$ GeV fm$^{-3}$. If instead, heavy ions are used, a much larger energy density can be reached, and sample geometric arguments lead to densities of at least $\varepsilon \propto A^{1/3}$ GeV fm$^{-3}$. For two $^{238}$U nuclei, this means a value of about $\sim 6$ GeV fm$^{-3}$. Computer codes simulating such collisions have been studied.

Very important is the signature for the formation of quark matter. Various signals
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**Figure 15.10.** The energy density ($\varepsilon / T^4$) of strongly interacting matter as a function of the temperature. We also compare the horizontal lines for the ideal quark–gluon plasma (dashed line) and for the ideal pion gas (dot-dashed line) (taken from Celik et al 1985).
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**Figure 15.11.** High-energy collision of two nucleons in a schematic way (a) before and (b) after the collision (taken from Satz 1986).
have been suggested and are sought for in the current experiments. The study of photons and leptons, particles not affected by the strong interaction, carry information about conditions at the point of formation. Thermal lepton particles which can be created at any stage of the collision have production rates strongly dependent on the temperature in the interior of the fireball. The production of heavy vector mesons and the $J/\psi$ particle is a much suggested signal. If the plasma formed is not only in thermal equilibrium but also in equilibrium with respect to the production of different flavours of quarks, a large number of strange $q\bar{q}$ pairs will be created: hyperons ($\Lambda$-particle, etc); and mesons ($K^+, K^-, \ldots$) may survive the expansion of the interaction volume and give an indicator of the quark–gluon plasma formation. A variety of other signals have been suggested and so this very important set of questions is still in a stage of evolution.

Finally we discuss the experiments performed up to now and the planned projects. The first experiments were carried out using beams of light ions ($^{16}$O, $^{28}$Si, $^{32}$S) at both the AGS (Brookhaven) and at CERN (the SPS). In the experiments using 200 GeV A$^{-1}$ $^{16}$O and $^{32}$S ions, an energy density of $\varepsilon \sim 2$ GeV fm$^{-3}$ has been reached. These experiments indicate very large hadron multiplicities (figure 15.12). Large freeze-out volumes were observed giving radii almost a factor of two larger than the projectile radii. An increase in strangeness production has been measured and also $J/\psi$ suppression is observed relative to p–p collisions. Until now, however, no unique signature of the quark–gluon plasma has been reached, but rather a global pattern of phenomena typical for very dense matter (see Box 15e for the most recent data). Summarizing: nuclear systems with energy densities $\varepsilon \sim 2$ GeV fm$^{-3}$ have been created, close to the anticipated critical value for the phase transition.

In the process of reaching the very high energy needed, Brookhaven has finally been allowed to start building a Relativistic Heavy Ion Collider (RHIC), designed to

Figure 15.12. The illustration of a streamer–chamber photograph showing a central collision between a $^{32}$S nucleus and an Au target nucleus from the NA35 CERN collaboration (taken from Karsch and Satz 1991).
occupy a 4 km circumference ring. RHIC will accelerate counter-circulating beams of heavy nuclei up to Au nuclei with energies of 100 GeV A\(^{-1}\). For protons the maximum beam energy will be 250 GeV (see figure 15.13 for the RHIC layout). From what is known already, RHIC should be able to produce energy densities as high as \(\varepsilon \sim 10 \text{ GeV fm}^{-3}\) which is thought more than adequate for the creation of a quark-gluon plasma. At present, at CERN, the SPS is used in a number of experiments with heavy ions as energetic as 200 GeV A\(^{-1}\). These, however, are fixed-target experiments. Therefore, the COM collision energies obtainable at RHIC will exceed those reached at present at CERN by an order of magnitude. Nonetheless, these experiments at the SPS at CERN, at Brookhaven's AGS and at the Berkeley BEVALAC have already supplied a lot of information with which one will be able to optimize beam energies and experimental set-ups at the planned RHIC facility. One important aspect is that nuclei become more and more transparent to one another in these very high energy collisions. Two 100 GeV A\(^{-1}\) Au nuclei, colliding head-on would literally pass through each other, leaving only

\[\text{Figure 15.13. The RHIC collider at Brookhaven National Laboratory (BNL) under construction. The rounded, hexagonal curve indicates the RHIC storage rings, carrying two counter-circulating beams of high-energy heavy ions (HI) around the 4 km circumference. These beams can be made to collide at six interaction points. The acceleration and stripping of ions will begin at the Tandem Van de Graaff machine and continue in the new booster and the AGS (Alternating Gradient Synchrotron) before injection into the RHIC rings (taken from Schwarzschild 1991).}\]
10% of the incident energy to excite the region of 'vacuum' left behind in the COM by the departing nuclear fragments.

A more detailed outline of the RHIC facility has been described by Schwarzschild (1991) and in the report *BNL-52195* (1989). The detector designers for RHIC face unique problems since a typical head-on collision between 100 GeV A\(^{-1}\) heavy ions will create about \(10^4\) charged particles. By October 1991, a number of proposals were submitted, most of them falling into two general categories: detectors designed to look at the distribution of hadrons radiated from the surface of the quark–gluon plasma, and those trying to probe into the interior of the plasma by studying emerging leptons and gamma rays. Experiments with this particular set-up will help to map and understand the nuclear equation of state (Gutbrod and Stöcker 1991).

The unique possibilities of physics with facilities such as RHIC that are being built by the nuclear physics community with active participation of elementary-particle physicists, should become available by early 1999. The major momentum is clearly coming from the interests offered by the quark–gluon plasma: maybe other, unexpected features and properties of strongly interacting matter at high energy and high densities will show up and give insight into the rich domain offered by nuclear physics and the study of nuclei in interaction over as wide an energy range as possible.
Box 15a. How electrons and photons 'see' the atomic nucleus

Photons are the force carriers of the electromagnetic interaction (see Chapter 6) and allow us to probe the nucleus in two different ways: by photoabsorption of real photons or by virtual photon exchange in electron scattering. In the latter process, the electron entering the electromagnetic field of the nucleus emits a virtual photon \((E_{\nu} \neq p_{\nu}c)\) which is absorbed by a charged particle in the nucleus. The waves associated with the photon, characterized by \(\lambda, \nu\) determine the characteristic length and time scale for probing the atomic nucleus. In contrast to the real photon, \(\lambda\) and \(\nu\) can be freely varied. The resolution, both in length and time, becomes better with increasing photon and/or electron energy and both \(\lambda\) and \(\nu\) can vary independently, depending on the kinematical conditions characterizing the reaction. Because of the point characteristics of the electron, the outcome of these 'electromagnetic' interactions are very clear results that are amenable to unambiguous analytical processes.

The interaction in electron scattering off a nucleon in the atomic nucleus is illustrated in figure 15a.1.
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**Figure 15a.1.** Illustration of the electromagnetic scattering process where an incoming and outgoing electron \((e^-)\) are present. In the electromagnetic interaction, energy \(\hbar \omega\) and momentum \(\hbar \vec{q}\) are transferred via the exchange of a virtual photon to the atomic nucleus, here depicted as a collection of \(A\) nucleons.
Box 15b. Nuclear structure and nuclear forces

The present day view of nucleons is one of a bound system of three quarks but the binding and confinement conditions and forces are not very well known, as yet. The basic interaction for strong interactions is QCD (quantum chromodynamics) but it cannot be solved exactly. Present day approaches therefore resort to quite a number of model approaches. One picture is a description of nucleons as 'bags' containing quarks with an impenetrable boundary. This description explains rather well static nucleon properties but fails to account for the nucleon-nucleon well-known short-range characteristics. For an interaction to occur the 'mediating' particle should traverse the bag's boundary. One therefore assumes nucleons are surrounded by a cloud of mesons: \( \pi, \rho, \omega \) etc. continuously emitted and absorbed by the nucleons. The mechanism for processes that modify the meson cloud in its interaction with the nuclear bag is well understood in terms of chiral symmetries. Strangely enough, the border region between the meson cloud and the bag is not very well fixed and a bag radius has not been determined in measurements. Until now, all observed phenomena can be explained by starting from a pure meson picture without explicitly using quark degrees of freedom. Only new experiments will indicate when and at which energies a quark picture will be explicitly forced upon us.
Box 15c. The $\Delta$ resonance and the $\Delta$–N interaction

The quark model gives a rather simple description of the first excited state of a nucleon: the $\Delta$-resonance. Whenever a nucleon absorbs $\simeq 30$ MeV, the spin of one of the three quarks changes its direction. This results in an unstable state: within a time of $\simeq 10^{-23}$ s, the excited state de-excites back to its ground state emitting a $\pi$-meson. One can thus interpret the $\Delta$-state as a resonant state of the $(N,\pi)$ system. This double aspect becomes possible through the co-existence of various mechanisms of the $\Delta$–N interaction, depending on the relative distance of these two particles. Experiments at LAS have elucidated a certain analogy between the nucleon–nucleon interaction, proceeding via virtual $\pi$-meson exchange and the $\Delta$–nucleon interaction proceeding via the exchange of real $\pi$-mesons. The short-range characteristics remain unknown and out of range of the LAS electron energies. Higher energy electron machines would be able to test and study models and theories in this very short-range domain.
Box 15d. What is the nucleon spin made of?

Protons and neutrons are fermions with an intrinsic spin of \( \frac{1}{2} \) (in units of \( \hbar \)). There does not seem to be much doubt about that. In the fundamental theory of quantum chromodynamics (QCD), protons and neutrons involve more fundamental objects such as quarks, gluons and a sea of quark-antiquark pairs. Looking from this fundamental side, a nucleon shows up as a very complex interacting many-body system with all the various constituents contributing some part to the full nucleon angular momentum of spin \( \frac{1}{2} \) (Stiegler 1996).

Early ideas, in order to understand nucleon magnetism expressed through the particular gyromagnetic spin ratios, pictured the nucleon as the addition of just three ‘constituent’ quarks. These early arguments have been discussed, for example, by Perkins (1987) and Bhaduri (1988).

Physicists have tried to gain a better insight into the precise balance between the various elementary constituents in order to obtain the total nucleon spin value. It came as a surprise that the addition of the spin carried by the quark degree of freedom almost added up to a vanishing spin value. Intensive and detailed experiments have been carried out at the Stanford Linear Accelerator (SLAC) and at CERN. The results show that the spin part carried by the quark degree of freedom adds up to only \( \frac{1}{3} \) of the nucleon spin, accentuating the very complicated internal structure of a single nucleon with respect to generating angular momentum.

This so-called ‘nuclear spin crisis’ is being addressed at present in a number of experiments in order to find out the contribution of (i) the ‘valence’ quarks discriminating between both the intrinsic and the orbital part, (ii) the gluons and (iii) the part coming out of the polarization of the quark-antiquark sea. Also an experiment called HERMES at DESY (Hamburg), SLAC and other planned experiments at MIT, CEBAF and RHIC are trying to investigate not only the summed spin parts but also the differential parts. All of these experiments, aimed at a deeper understanding of nucleon properties, clearly indicate that supposedly rather simple systems are turning out to be complicated many-body systems.

In figure 15d.1, a schematic picture is shown that tries to convey this ‘elementary’ idea of a nucleon being built out of ‘three’ constituent quarks which, looking at a more fundamental level, themselves look like mere ‘quasiparticle’ quarks, indicating important dressing with quark-antiquark sea polarization excitations as well as with the gluon degrees of freedom. It is important that experiments are carried out, but detailed theoretical studies are also being planned and it is hoped that the various results will be collated in the coming years. At the same time there is a most interesting element in that one has the constraint that all spin parts have to add up to \( \frac{1}{3} \) which is incredible in the light of the present day experiments. This may indicate that some underlying symmetries, unknown at present, are playing a role in forming the various contributing parts such that the final sum rule gives the fermion \( \frac{1}{2} \) value.
Figure 15d.1. Schematic view of the spin structure of the proton. The three valence quarks interact via the exchange of a gluon. The "microscopic" loop into the quark indicates the existence of a sea of virtual particles that can be created through vacuum fluctuations (left part). The gluon then can be modified into a quark-antiquark fluctuation (right part). The arrows indicate the spin direction of the contributing particles.
Box 15e. The quark–gluon plasma: first hints seen?

There is now quite clear evidence that there exist various phases in which to consider the collection of protons and neutrons, bound by the strong nuclear force, inside the atomic nucleus. At a first approximation, one can picture the nucleus as a collection of nucleons moving as independent particles in a spherical (or deformed) average field. This field can be understood better using self-consistent Hartree–Fock methods (see Chapter 10) as a microscopic underpinning of this average field. Residual forces of course modify this independent particle motion: the short-range pair correlations modify this independent particle motion such that in many even–even nuclei a pair-correlated kind of superfluid picture of nucleons shows up as a better approximation to the low-energy structure of many atomic nuclei. This superfluid structure is rather rigid against external perturbations but at the high rotational frequency with which the nucleus gets cranked (Coriolis forces) and/or high internal excitation energy (heating the nucleus) this paired system eventually breaks up.

A long search has been made in order to see if a phase transition can be realized by heating nuclei such that only a gaseous phase of interacting protons and neutrons survives. Colliding heavy ions has been the way to probe this phase transition from a liquid (superfluid) into a gaseous phase of nuclear matter. By precisely identifying the number and species of fragments made in these heavy-ion collisions, researchers were able to derive the excitation energy and corresponding “temperature” reached in this heavy-ion collison at the time of break-up. The most interesting results are shown in figure 15e.1 in which the nuclear temperature versus excitation energy per nucleon has been plotted and compared with the corresponding temperature versus excitation energy per molecule of water. The similarity is remarkable and gives a clear indication of a phase transition appearing in nuclear matter changing from a fluid into a gas-like phase. It has been suggested that at even higher temperatures and simultaneously higher internal pressures still another phase transition might occur in which the nuclear building blocks (protons and neutrons) are “melted” into a plasma phase and a totally new state of matter, a quark–gluon phase emerges (Schukraft 1992).

As has been discussed in the text (section 15.5) this process is of immense importance because the observation and detection bears on many other fields of physics too (cosmology, particle physics, etc). Theoretical signals for the occurrence of such a phase, which will only last for very short time spans, have been amply discussed in the present literature and also a large number of experiments, using asymmetric heavy-ion combinations at the AGS (Brookhaven) and the SPS (CERN), have been carried out.

Recent experiments have been carried out at the CERN SPS accelerator, have used Pb+Pb collisions with the aim of searching for a particular signal: the $J/\psi$ suppression. It is expected that charmonium production ($c\bar{c}$ structures) will form a suitable probe for the plasma phase of deconfinement. At the early phase of formation, a suppression of the $J/\psi$ and $\psi'$ resonances is expected from Debye screening in the quark–gluon plasma. Measurement of charmonium production cross-sections are therefore used as a very important signal with respect to the formation of a quark–gluon plasma state. The CERN NA38 experiments were the first to study in a systematic way the charmonium production cross-sections in $p + B_{\text{target}}$, $O + B_{\text{target}}$ and $S + U_{\text{target}}$ collisions. These data
Figure 15e.1. Comparison of the phase diagrams for nuclear matter and water. The data were taken at JINR (Dubna), CERN (SC) and at the GSI (Darmstadt) (taken from GSI Nachrichten 1996b, with permission).

Figure 15e.2. The J/$\psi$ 'cross-section per nucleon–nucleon collision', as a function of the product AB of the projectile and target atomic mass numbers. The results obtained at 450 GeV/c and the Pb–Pb cross-sections are rescaled (reprinted from Abreu et al ©1997, with permission from Elsevier Science).

can then be used as a reference when comparing the Pb+Pb data that were taken at an energy of 158A GeV/c recently. Very recent publications (Abreu et al 1997a, 1997b, Gonin et al 1996, Sorge et al 1997) discuss the implication of these results in which for
the Pb+Pb collisions (see figure 15e.2) the $J/\psi$ production cross-section is plotted. In this figure, results from the NA38 collaboration are also given. The heaviest collision data are significantly below the 'expected' trend and this gives a first clear hint that the $J/\psi$ production is anomalously suppressed in the Pb+Pb collisions. So, at present there are clear indications that for most central interactions of Pb on Pb at 158A GeV/c, the onset of a very dense state of matter is signalled rather than indications of possible 'new' physics.

This research will definitely be pursued vigorously with the new dedicated RHIC accelerator at Brookhaven which should become operational shortly.
OUTLOOK: THE ATOMIC NUCLEUS AS PART OF A LARGER STRUCTURE

In the present discussion we take a rather detailed look at the various facets of the atomic nucleus and the many ways it interacts with various external probes (via electromagnetic, weak and strong interactions). This is the way of learning how the nucleons move in the nucleus and at the same time determine its characteristics. These multi-faceted 'faces' show up in various layers. At the first level, the individual nucleon excitations characterize the average nucleon motion in a mean field. There is evidence for the presence of single-particle orbits near the Fermi level and fragmentation of deep-lying single-particle states. The nuclear shell-model techniques have allowed a detailed description of many nuclear properties, in particular whenever the number of valence protons and neutrons outside closed shells remains small. The appearance of coherent effects in nuclear motion are largely discussed in terms of nuclear vibrational and rotational excitations. The energy scale at which one may observe collective, pair-breaking and, eventually, statistical nuclear properties is illustrated in figure 16.1.
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**Figure 16.1.** Various energy regions with their most typical modes of motion characterizing nuclear structure up to the nucleon binding energy limit of \( \pm 8 \text{ MeV} \). Starting from regular collective modes and over the pair-breaking region (near \( 2\Delta \approx 2-2.5 \text{ MeV} \)), one gradually enters the very-high density region where statistical models are applicable.

Here, once again, we stress the importance of using a multitude of probes to test the various 'layers' of nuclear structure. This too is schematically illustrated in figure 16.2. Also, we point out the major approaches used to describe nuclear properties: starting from nuclear independent-particle motion and building in the various residual interactions,
Figure 16.2. Illustration of the many ways of probing the internal nuclear structure: the many different excitation processes are mostly selective and complementary ways to explore the atomic nucleus.

A detailed and rather complete description of nuclear phenomena can be obtained. This is a rather fundamental point of view whereby nuclear motion is organized starting from a microscopic, single-particle level illustrated in figure 16.3(a). A different approach uses a deformed average field with its time-dependent properties like vibrations, rotations, etc. Incorporating the consequences of nuclear shape, shape variables and the total energy variations related to these different shape changes, insight can be obtained into nuclear dynamics and nuclear collective motion (figure 16.3(b)). A third approach starts from the underlying symmetries which are realized in the nuclear many-body system. Through various classification schemes and related dynamical symmetries, deep insight can be obtained into the organization of nucleons in the nucleus. The approach makes extensive use of the language of group theory and algebraic methods has been developed during the last decade to a high level (see figure 16.3(c)).

Proceeding to higher and higher energies to disentangle the finer details of nuclear motion, one eventually reaches the zone where sub-nucleonic characteristics start playing a major role. In light systems (deuteron, $^3$He, $^4$He, etc.), mesonic effects have unambiguously been identified in electromagnetic interactions of electrons and protons with such nuclei. It is clear that the internal nucleon structure may even start playing a role when the available energy, e.g. in heavy-ion collisions, is very high. The hope is to break the nucleon structure and reach a deconfined quark-gluon phase, a phase that might resemble some early phases after our Universe was formed. So, increasing the energy scale and at the same time decreasing the distance scale we may reveal the ultimate aspects of nuclear structure: its binding and basic properties within the first few moments of the constitution of our Universe. At this level, relativity and quantum mechanics can no longer be separated and a more rich and complete level of understanding the atomic nucleus, its constituents and interactions, is developed.

Many of the above features are displayed in the atomic nucleus in which protons and neutrons can give rise to a most interesting interplay, building up more complex structures relative to the single-particle concept (vibrational modes, rotational degrees of freedom, large non-spherical shape excitations, etc). We would like to put forward the idea that with the advent of new experimental techniques over the years, the nucleus has time and time again revealed new, often unexpected features. In the 50–60 years of experimental nuclear physics, many observations were not put forward through theoretical concepts. So, before ending the present discussion, it would be good to have a look
Figure 16.3. Three large categories that illustrate ways of describing the atomic nucleus. (a) The nuclear shell model treats the various nucleonic orbitals and their residual interaction. (b) The collective model approach depicts the nucleus as an object able to perform collective vibrational, rotational and intermediate excitations. (c) An algebraic approach where symmetries governing the nuclear A-body modes of motion are accentuated.

Through some major technical developments that have been at the origin of new aspects of nuclear structure (Bromley 1979, Weisskopf 1994, van der Woude 1995).

The development of large gamma-detection arrays in the last 10 years has made it possible to observe the full 4π solid angle of detection. It has become clear to physicists, both in particle physics and nuclear physics, that just taking minute slices that are open to a given nuclear process gives a very distorted view of the actual phenomena being examined. The combination in these large arrays (Gammasphere, Nordball, Eurogam, Gasp, Euroball, etc) of Ge detectors with Compton suppression techniques, with the simultaneous detection of particles emitted in nuclear reactions and with the electronic advances made in performing multiple-coincidence experiments, has led to the observation of rotational bands at high spin and high excitation energy in atomic nuclei (Beausang and Simpson 1996). Superdeformed, and possibly also hyperdeformed.
shapes have been detected and mapped out systematically in the rare-earth region, near the Pb closed shell and also in the mass \( A = 100 \) region (Firestone and Singh 1994).

The technical development of continuous wave (cw) 100% duty-cycle electron accelerators has opened new channels to view the atomic nucleus. In particular, 180\(^\circ\) electron scattering, intensively studied at the Dalinac accelerator at Darmstadt, has allowed researchers to excite the atomic nucleus in a very selective way which maps the nuclear magnetic properties. These experiments have established the existence of a proton–neutron non-symmetric but collective mode of motion associated with orbital dipole magnetism. These so-called ‘scissors’ excitations had been discussed in the literature on nuclear collective motion only as a possibility but electron scattering experiments have now proved their unambiguous existence. Over the years, these magnetic dipole excitation modes have been extensively studied and mapped all over the nuclear mass region.

A very interesting example has been brought to light by the coincidence detection of scattered electrons and emitted nucleons (protons, neutrons) or clusters of nucleons in the newest generation of cw 100% duty-cycle electron accelerator facilities. Work at NIKHEF Amsterdam, MAMI at Mainz and BATES at MIT has allowed researchers to probe the motion of nucleons inside the atomic nucleus. The results of (e,e'p) reactions have given detailed information about the momentum distribution of nucleons as they move inside the atomic nucleus and have made it possible to test the concept of an average field that contains most of the interactions amongst the nucleons in the A-body system. More recently, technological advancement has allowed the study of reactions like (e,e'pp) where besides the scattered electron two nucleons are detected separately. These methods even allow us to extract the precise way in which nucleon short-range correlations modify the original independent motion of the nucleons (Pandharipande \textit{et al} 1997).

It is known that the lifetime of a given nuclear level carries a lot of information about the internal organization of nucleons in such states. Traditional methods could not access given windows of lifetime. A new technique called GRID, which stands for gamma-ray induced Doppler broadening, opens up possibilities to measure lifetimes beyond the nanosecond region (Börner \textit{et al} 1988). Developed at the ILL (Grenoble), this method detects gamma-rays emitted after the neutron capture process. If detected with a high enough resolving power, the line shapes of the detected gamma-rays contain a large ‘history’ of information about the decay process of the nucleus. Every time a photon is emitted, the rest nucleus recoils so gamma-rays are emitted from moving nuclei and thus contain Doppler-broadening information which is dependent on the lifetime of the level which has been emitting a given gamma-ray. In working backwards, one can eventually unravel the whole de-excitation path and the subsequent nuclear lifetimes. This method has been highly successful and has opened up new possibilities to test nuclear model concepts in regions hitherto ‘closed’ to detailed observations.

Experimental work and the rapid increase in possibilities to select nuclei from a production process that creates a multitude of nuclei in isotope separation methods (ISOL technique) or starts by fragmenting a rapidly moving projectile on a stationary target nucleus (IFS technique) has opened up windows to very short-lived nuclei. Combined with laser spectroscopic methods, one is at present able to measure gamma-rays emitted by an exotic atomic nucleus and to detect its nuclear moments (dipole and quadrupole
moment information) on the time scale of milliseconds and even shorter. Storage and cooling techniques have been developed largely at GSI (Radon et al. 1997, Geissel et al. 1992) and mass measurements using traps (Thompson 1987, Stolzenberg et al. 1990) have been realized recently. In this rapidly moving domain of research with new technical possibilities, new forms of organizational structures for protons and neutrons have been discovered. Light nuclei with radii much like the heaviest Pb nuclei have been detected in the Li region. The concept of weakly and loosely bound quantum systems with neutron halo structures has been proposed. Here, once again, technical developments have led to unexpected forms in which protons and neutrons become bound while approaching the line of stability of atomic nuclei. Much of this very recent physics has already been discussed in chapter 14.

Related to this issue and in order to reach both the proton and neutron drip lines, a multitude of accelerated radioactive ions have been produced. According to the energy of these secondary beams, both nuclear structure at the extremes of stability as well as nuclear reactions that are going on in the interior of stars in nucleosynthesis can be probed. This field is still rapidly developing and so we refer the readers to the literature in order to follow the many projects that are in a construction phase or are still on the ‘drawing board’. New physics will clearly evolve as was illustrated in this section. Recently, in various countries, long-range plans relating to setting up larger experimental facilities and bringing together the nuclear physics community in a number of ground-breaking endeavours have been discussed and formulated. We give a number of references to such reports (DOE/NSF 1996, NUPECC 1991, 1993, 1997, ISL Report 1991, OHIO Report 1997). A number of interesting conference concluding remarks discuss some of the above issues, albeit from a personal viewpoint (Richter 1993, Detraz 1995, Fesbach 1995, Siemssen 1995, Koonin 1994).

I have not been exhaustive in this discussion but one could put all nuclear physics developments within a scheme that strongly correlates them with breakthrough points in technical developments. Every time new techniques and methods have been put into the laboratory, the nucleus has responded with unexpected reactions and answers. Thus the continuous investment in trying to set up new technical methods to reach the extremes will surely pay off and bring in new ways of thinking about and observing the atomic nucleus.
UNITS AND CONVERSION BETWEEN VARIOUS UNIT SYSTEMS

When discussing equations, in particular involving electromagnetism, we have to decide which system of units to use. The SI (or MKS) system is the obvious choice in the light of present-day physics courses as this is the most familiar system. However, many of the advanced treatments that refer to subatomic physics still mainly use CGS units. We therefore include conversion tables containing the most important equations and relations on electromagnetic properties for SI (MKS, rationalized), Gaussian (CGS), Heaviside–Lorentz (CGS) and natural (using $c = \hbar = 1$, rationalized) units. It is quite possible to write all equations in a form independent of the particular system of units by using the fine structure constant $\alpha$ and by measuring the charge in e units, the absolute value of the charge carried by an electron, and magnetic dipole moments in units of $\mu_N$, the nuclear magneton.

At the same time, we give a list of very useful constants that most often occur when solving numerical problems.
Table A.1. Conversion between SI and CGS unit systems. *Examples:* One metre equals 100 centimetres. One volt equals $10^8$ electromagnetic units of potential. (From *Electricity: Principles and Applications* by Lorrain and Corson, © 1978 Paul Lorrain and Dale R Corson. Reprinted with permission of WH Freeman and Co.)

<table>
<thead>
<tr>
<th>Quantity</th>
<th>SI</th>
<th>CGS Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>esu</td>
</tr>
<tr>
<td>Length</td>
<td>metre</td>
<td>$10^2$ centimetres</td>
</tr>
<tr>
<td>Mass</td>
<td>kilogram</td>
<td>$10^3$ grams</td>
</tr>
<tr>
<td>Time</td>
<td>second</td>
<td>1 second</td>
</tr>
<tr>
<td>Force</td>
<td>newton</td>
<td>$10^4$ dynes</td>
</tr>
<tr>
<td>Pressure</td>
<td>pascal</td>
<td>$10$ dynes/centimetre$^2$</td>
</tr>
<tr>
<td>Energy</td>
<td>joule</td>
<td>$10^7$ ergs</td>
</tr>
<tr>
<td>Power</td>
<td>watt</td>
<td>$10^7$ ergs/second</td>
</tr>
<tr>
<td>Charge</td>
<td>coulomb</td>
<td>$3 \times 10^9$</td>
</tr>
<tr>
<td>Electric potential</td>
<td>volt</td>
<td>$1/300$</td>
</tr>
<tr>
<td>Electric field intensity</td>
<td>volt/metre</td>
<td>$1/(3 \times 10^4)$</td>
</tr>
<tr>
<td>Electric displacement</td>
<td>coulomb/metre$^2$</td>
<td>$12\pi \times 10^5$</td>
</tr>
<tr>
<td>Displacement flux</td>
<td>coulomb</td>
<td>$12\pi \times 10^9$</td>
</tr>
<tr>
<td>Electric polarization</td>
<td>coulomb/metre$^2$</td>
<td>$3 \times 10^5$</td>
</tr>
<tr>
<td>Electric current</td>
<td>ampere</td>
<td>$3 \times 10^9$</td>
</tr>
<tr>
<td>Conductivity</td>
<td>siemens/metre</td>
<td>$9 \times 10^9$</td>
</tr>
<tr>
<td>Resistance</td>
<td>ohm</td>
<td>$1/(9 \times 10^{11})$</td>
</tr>
<tr>
<td>Conductance</td>
<td>siemens</td>
<td>$9 \times 10^{11}$</td>
</tr>
<tr>
<td>Capacitance</td>
<td>farad</td>
<td>$9 \times 10^{11}$</td>
</tr>
<tr>
<td>Magnetic flux</td>
<td>weber</td>
<td>$1/300$</td>
</tr>
<tr>
<td>Magnetic induction</td>
<td>tesla</td>
<td>$1/(3 \times 10^6)$</td>
</tr>
<tr>
<td>Magnetic field intensity</td>
<td>ampere/metre</td>
<td>$12\pi \times 10^7$</td>
</tr>
<tr>
<td>Magnetomotance</td>
<td>ampere</td>
<td>$12\pi \times 10^9$</td>
</tr>
<tr>
<td>Magnetic polarization</td>
<td>ampere/metre</td>
<td>$1/(3 \times 10^{13})$</td>
</tr>
<tr>
<td>Inductance</td>
<td>henry</td>
<td>$1/(9 \times 10^{11})$</td>
</tr>
<tr>
<td>Reluctance</td>
<td>ampere/weber</td>
<td>$36\pi \times 10^{11}$</td>
</tr>
</tbody>
</table>

Note: We have set $c = 3 \times 10^8$ metres/second.
Table A.2. SI units and their symbols. (From *Electricity: Principles and Applications* by Lorrain and Corson, © 1978 Paul Lorrain and Dale R Corson. Reprinted with permission of WH Freeman and Co.)

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Unit</th>
<th>Symbol</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>metre</td>
<td>m</td>
<td></td>
</tr>
<tr>
<td>Mass</td>
<td>kilogram</td>
<td>kg</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>second</td>
<td>s</td>
<td></td>
</tr>
<tr>
<td>Temperature</td>
<td>kelvin</td>
<td>K</td>
<td></td>
</tr>
<tr>
<td>Current</td>
<td>ampere</td>
<td>A</td>
<td></td>
</tr>
<tr>
<td>Frequency</td>
<td>hertz</td>
<td>Hz</td>
<td>I/s</td>
</tr>
<tr>
<td>Force</td>
<td>newton</td>
<td>N</td>
<td>kg m s⁻²</td>
</tr>
<tr>
<td>Pressure</td>
<td>pascal</td>
<td>Pa</td>
<td>N m⁻²</td>
</tr>
<tr>
<td>Energy</td>
<td>joule</td>
<td>J</td>
<td>N m</td>
</tr>
<tr>
<td>Power</td>
<td>watt</td>
<td>W</td>
<td>J s⁻¹</td>
</tr>
<tr>
<td>Electric charge</td>
<td>coulomb</td>
<td>C</td>
<td>A s</td>
</tr>
<tr>
<td>Potential</td>
<td>volt</td>
<td>V</td>
<td>J/C</td>
</tr>
<tr>
<td>Conductance</td>
<td>siemens</td>
<td>S</td>
<td>A/V</td>
</tr>
<tr>
<td>Resistance</td>
<td>ohm</td>
<td>Ω</td>
<td>V/A</td>
</tr>
<tr>
<td>Capacitance</td>
<td>farad</td>
<td>F</td>
<td>C/V</td>
</tr>
<tr>
<td>Magnetic flux</td>
<td>weber</td>
<td>Wb</td>
<td>V s</td>
</tr>
<tr>
<td>Magnetic induction</td>
<td>tesla</td>
<td>T</td>
<td>Wb m⁻²</td>
</tr>
<tr>
<td>Inductance</td>
<td>henry</td>
<td>H</td>
<td>Wb A⁻¹</td>
</tr>
</tbody>
</table>
Table A.3. SI prefixes and their symbols. (From *Electricity: Principles and Applications* by Lorrain and Corson. © 1978 Paul Lorrain and Dale R Corson. Reprinted with permission of WH Freeman and Co.)

<table>
<thead>
<tr>
<th>Multiple</th>
<th>Prefix</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{18}$</td>
<td>exa</td>
<td>E</td>
</tr>
<tr>
<td>$10^{15}$</td>
<td>peta</td>
<td>P</td>
</tr>
<tr>
<td>$10^{12}$</td>
<td>tera</td>
<td>T</td>
</tr>
<tr>
<td>$10^9$</td>
<td>giga</td>
<td>G</td>
</tr>
<tr>
<td>$10^6$</td>
<td>mega</td>
<td>M</td>
</tr>
<tr>
<td>$10^3$</td>
<td>kilo</td>
<td>k</td>
</tr>
<tr>
<td>$10^2$</td>
<td>hecto</td>
<td>h</td>
</tr>
<tr>
<td>10</td>
<td>deka</td>
<td>da</td>
</tr>
<tr>
<td>$10^{-1}$</td>
<td>deci</td>
<td>d</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>centi</td>
<td>c</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>milli</td>
<td>m</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>micro</td>
<td>μ</td>
</tr>
<tr>
<td>$10^{-9}$</td>
<td>nano</td>
<td>n</td>
</tr>
<tr>
<td>$10^{-12}$</td>
<td>pico</td>
<td>p</td>
</tr>
<tr>
<td>$10^{-15}$</td>
<td>femto</td>
<td>f</td>
</tr>
<tr>
<td>$10^{-18}$</td>
<td>atto</td>
<td>a</td>
</tr>
</tbody>
</table>

1 This prefix is spelled 'dèca' in French. Caution: The symbol for the prefix is written next to that for the unit **without** a dot. For example, mN stands for millinewton, and m·N is a metre newton, or a joule.

<table>
<thead>
<tr>
<th>MKS (radialized)</th>
<th>Gaussian* (CGS)</th>
<th>Heaviside-Lorentz (CGS)</th>
<th>'Natural' units $\epsilon = \mu = 1$ (radialized)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nabla \cdot E = \rho / \varepsilon_0$</td>
<td>$\nabla \cdot E = \mathbb{4} \pi \rho$</td>
<td>$\nabla \cdot E = \rho$</td>
<td>$\nabla \cdot E = \rho$</td>
</tr>
<tr>
<td>$E = \frac{1}{4 \pi \varepsilon_0} \int \frac{\rho r}{r^3} , dr$</td>
<td>$E = \frac{1}{4 \pi} \int \frac{\rho r}{r^3} , dr$</td>
<td>$E = \frac{1}{4 \pi} \int \frac{\rho r}{r^3} , dr$</td>
<td>$E = \frac{1}{4 \pi} \int \frac{\rho r}{r^3} , dr$</td>
</tr>
<tr>
<td>$\nabla \times B = \mu_0 \left( \frac{j + \mu_0 \frac{\partial \phi}{\partial t}}{\mu_0} \right)$</td>
<td>$\nabla \times B = 4 \pi \left( \frac{j + \mu_0 \frac{\partial \phi}{\partial t}}{\mu_0} \right)$</td>
<td>$\nabla \times B = \frac{j + \mu_0 \frac{\partial \phi}{\partial t}}{\mu_0}$</td>
<td>$\nabla \times B = \frac{j + \mu_0 \frac{\partial \phi}{\partial t}}{\mu_0}$</td>
</tr>
<tr>
<td>$B = \frac{\mu_0}{4 \pi} \int \left( \frac{j + \mu_0 \frac{\partial \phi}{\partial t}}{\mu_0} \right) \times r , dr$</td>
<td>$B = \int \left( \frac{j + \mu_0 \frac{\partial \phi}{\partial t}}{\mu_0} \right) \times r , dr$</td>
<td>$B = \int \left( \frac{j + \mu_0 \frac{\partial \phi}{\partial t}}{\mu_0} \right) \times r , dr$</td>
<td>$B = \int \left( \frac{j + \mu_0 \frac{\partial \phi}{\partial t}}{\mu_0} \right) \times r , dr$</td>
</tr>
<tr>
<td>$\nabla \cdot B = 0$</td>
<td>$\nabla \cdot B = 0$</td>
<td>$\nabla \cdot B = 0$</td>
<td>$\nabla \cdot B = 0$</td>
</tr>
<tr>
<td>$\nabla \times E = -j B$</td>
<td>$\nabla \times E = -j B$</td>
<td>$\nabla \times E = -j B$</td>
<td>$\nabla \times E = -j B$</td>
</tr>
<tr>
<td>$F = c (E + u \times B)$</td>
<td>$F = c \left( E + \frac{u}{c} \times B \right)$</td>
<td>$F = c \left( E + \frac{u}{c} \times B \right)$</td>
<td>$F = c (E + u \times B)$</td>
</tr>
<tr>
<td>$B = \nabla \times A$</td>
<td>$B = \nabla \times A$</td>
<td>$B = \nabla \times A$</td>
<td>$B = \nabla \times A$</td>
</tr>
<tr>
<td>$E = -\nabla \phi - \frac{j}{c} \phi$</td>
<td>$E = -\nabla \phi - \frac{j}{c} \phi$</td>
<td>$E = -\nabla \phi - \frac{j}{c} \phi$</td>
<td>$E = -\nabla \phi - \frac{j}{c} \phi$</td>
</tr>
<tr>
<td>$\nabla \cdot j + \frac{\partial \phi}{\partial t} = 0$</td>
<td>$\nabla \cdot j + \frac{\partial \phi}{\partial t} = 0$</td>
<td>$\nabla \cdot j + \frac{\partial \phi}{\partial t} = 0$</td>
<td>$\nabla \cdot j + \frac{\partial \phi}{\partial t} = 0$</td>
</tr>
<tr>
<td>$\nabla \cdot A + \frac{1}{c^2} \frac{\partial \phi}{\partial t} = 0$</td>
<td>$\nabla \cdot A + \frac{1}{c^2} \frac{\partial \phi}{\partial t} = 0$</td>
<td>$\nabla \cdot A + \frac{1}{c^2} \frac{\partial \phi}{\partial t} = 0$</td>
<td>$\nabla \cdot A + \frac{1}{c^2} \frac{\partial \phi}{\partial t} = 0$</td>
</tr>
<tr>
<td>$F^{\prime} = \begin{pmatrix} -e B_z &amp; 0 &amp; 0 \ e B_z &amp; -e B_x &amp; 0 \ 0 &amp; e B_y &amp; -e B_z \end{pmatrix}$</td>
<td>$F^{\prime} = \begin{pmatrix} R &amp; 0 &amp; i B_x \ 0 &amp; -R &amp; i B_y \ -i B_x &amp; i B_y &amp; -R \end{pmatrix}$</td>
<td>$F^{\prime}$ has same form as in Gaussian units</td>
<td>$F^{\prime}$ has same form as in Gaussian units</td>
</tr>
<tr>
<td>$\alpha F^{\prime} / \partial x^{\prime} = p^{\prime} / \epsilon_0$</td>
<td>$\alpha F^{\prime} / \partial x^{\prime} = 4 \pi \alpha$</td>
<td>$\alpha F^{\prime} / \partial x^{\prime} = 4 \pi$</td>
<td>$\alpha F^{\prime} / \partial x^{\prime} = 4 \pi$</td>
</tr>
</tbody>
</table>

* In some textbooks employing Gaussian units, $j$ is measured in c/cm. In that case the equations are those given here except that $j$ appears with a factor $1/c$. 

<table>
<thead>
<tr>
<th>Gaussian units</th>
<th>Gaussian units</th>
<th>Gaussian units</th>
<th>Gaussian units</th>
<th>Gaussian units</th>
<th>Gaussian units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon = \mu = 1$ (radialized)</td>
<td>$\epsilon = \mu = 1$ (radialized)</td>
<td>$\epsilon = \mu = 1$ (radialized)</td>
<td>$\epsilon = \mu = 1$ (radialized)</td>
<td>$\epsilon = \mu = 1$ (radialized)</td>
<td>$\epsilon = \mu = 1$ (radialized)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Electric</th>
<th>Magnetic</th>
<th>Equivalent covariant description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vacuum (all sources) 'accessible'</td>
<td>( \nabla \cdot E = \rho / \varepsilon_0 )</td>
<td>( \nabla \times B = \mu_0 \left( j + \varepsilon_0 \frac{\partial E}{\partial t} \right) )</td>
</tr>
<tr>
<td>Material media, sources separated</td>
<td>( \nabla \cdot E = \frac{\rho + \rho_p}{\varepsilon_0} )</td>
<td>( \nabla \times B = \mu_0 \left( j + j_M + j_p + \varepsilon_0 \frac{\partial E}{\partial t} \right) )</td>
</tr>
<tr>
<td>Inaccessible sources defined from auxiliary function</td>
<td>( \nabla \cdot E = \frac{\rho}{\varepsilon_0} + \frac{(- \nabla \cdot P)}{\varepsilon_0} )</td>
<td>( \nabla \times B = \mu_0 \left( j + \nabla \times M + \frac{\partial P}{\partial t} + \varepsilon_0 \frac{\partial E}{\partial t} \right) )</td>
</tr>
<tr>
<td>Definition of partial field</td>
<td>( D = \varepsilon_0 E - (- P) )</td>
<td></td>
</tr>
<tr>
<td>Field equations in media</td>
<td>( \nabla \cdot D = \rho )</td>
<td>( \nabla \times H = j + \frac{\partial D}{\partial t} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed of light</td>
<td>$c$</td>
<td>$299,792,458$ m s$^{-1}$</td>
</tr>
<tr>
<td>Unit of charge</td>
<td>$e$</td>
<td>$1.602,177,33(49) \times 10^{-19}$ C</td>
</tr>
<tr>
<td>Planck's constant (reduced)</td>
<td>$\hbar = h/2\pi$</td>
<td>$1.054,572,66(63) \times 10^{-34}$ J s</td>
</tr>
<tr>
<td>Fine structure constant</td>
<td>$\alpha = \frac{e^2}{4\pi\varepsilon_0 h c}$</td>
<td>$1/137.035,989,5(61)$</td>
</tr>
<tr>
<td></td>
<td>$\hbar c$</td>
<td>$197.327,053(59)$ MeV fm</td>
</tr>
</tbody>
</table>

**Table A.7.** Conversion of units. (Samuel S M Wong. *Introductory Nuclear Physics* © 1990. Reprinted by permission of Prentice-Hall, Englewood Cliffs, NJ.)

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>fm</td>
<td>$10^{-15}$</td>
</tr>
<tr>
<td>Area</td>
<td>barn</td>
<td>$10^{-28}$</td>
</tr>
<tr>
<td>Energy</td>
<td>eV</td>
<td>$1.602,177,33(49) \times 10^{-10}$ J</td>
</tr>
<tr>
<td>Mass</td>
<td>eV c$^{-2}$</td>
<td>$1.782,662,70(54) \times 10^{-36}$ kg</td>
</tr>
<tr>
<td>Charge</td>
<td>C</td>
<td>$2.997,924,58 \times 10^9$ esu</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classical electron radius</td>
<td>$r_e = \frac{\alpha h}{m_e c}$</td>
<td>$2.817,940,92(35) \times 10^{-15}$ m</td>
</tr>
<tr>
<td>Bohr radius</td>
<td>$b_0 = \frac{r_e}{\alpha^2}$</td>
<td>$5.291,772,49(24) \times 10^{-11}$ m</td>
</tr>
<tr>
<td>Compton wavelength</td>
<td>$\lambda_{Ce} = \frac{h}{m_e c}$</td>
<td>$2.426,310,585(22) \times 10^{-12}$ m</td>
</tr>
<tr>
<td></td>
<td>$\lambda_{Mc} = \frac{h}{M_e c}$</td>
<td>$1.321,41 \times 10^{-17}$ m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron</td>
<td>$m_e$</td>
<td>$9.10938974 \times 10^{-31}$ kg</td>
</tr>
<tr>
<td>Muon</td>
<td>$m_\mu$</td>
<td>$1.8835327 \times 10^{-28}$ kg</td>
</tr>
<tr>
<td>Pions</td>
<td>$\pi^\pm$</td>
<td>$2.4880187 \times 10^{-28}$ kg</td>
</tr>
<tr>
<td></td>
<td>$\pi^0$</td>
<td>$2.406120 \times 10^{-28}$ kg</td>
</tr>
<tr>
<td>Proton</td>
<td>$M_p$</td>
<td>$1.6726231 \times 10^{-27}$ kg</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutron</td>
<td>$M_n$</td>
<td>$1.6492860 \times 10^{-27}$ kg</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quantity</td>
<td>Symbol</td>
<td>Value</td>
</tr>
<tr>
<td>---------------------------</td>
<td>--------</td>
<td>--------------------------------------------</td>
</tr>
<tr>
<td>Rydberg energy</td>
<td>$R_y$</td>
<td>$\frac{1}{2} m_e e^2 a^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$13.6056981 (40)$ eV</td>
</tr>
<tr>
<td>Bohr magneton</td>
<td>$\mu_B$</td>
<td>$\frac{e}{2m_e}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$5.78838263 (52) \times 10^{-11}$ MeV T$^{-1}$</td>
</tr>
<tr>
<td>Nuclear magneton</td>
<td>$\mu_N$</td>
<td>$\frac{e}{2M_p}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$3.15245166(28) \times 10^{-14}$ MeV T$^{-1}$</td>
</tr>
<tr>
<td>Dipole moment (magnetic)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electron</td>
<td>$\mu_e$</td>
<td>$1.001159652193(10) \mu_B$</td>
</tr>
<tr>
<td>Proton</td>
<td>$\mu_p$</td>
<td>$2.79284738663 (63) \mu_N$</td>
</tr>
<tr>
<td>Neutron</td>
<td>$\mu_n$</td>
<td>$1.91304275(45) \mu_N$</td>
</tr>
<tr>
<td>Fermi coupling constant G</td>
<td>$\frac{G_F}{(\hbar c)^2}$</td>
<td>$1.43584(3) \times 10^{-12}$ J m$^3$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$1.16637(2) \times 10^{-3}$ GeV$^{-2}$</td>
</tr>
<tr>
<td>Gamow–Teller’s couplet</td>
<td>$G_{GT}$</td>
<td>$1.259(4)$</td>
</tr>
<tr>
<td>Fermi coupling constant G</td>
<td>$G_F$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$6.0221367(36) \times 10^{23}$ mol$^{-1}$</td>
</tr>
<tr>
<td>Avogadro number</td>
<td>$N_A$</td>
<td></td>
</tr>
<tr>
<td>Boltzmann constant</td>
<td>$k$</td>
<td>$1.380658 \times 10^{23}$ J K$^{-1}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$8.617385 (73) \times 10^{-11}$ MeV K$^{-1}$</td>
</tr>
<tr>
<td>Permittivity (free space)</td>
<td>$\varepsilon_0$</td>
<td>$8.854187817 \times 10^{-12}$ C$^2$N$^{-1}$m$^{-2}$</td>
</tr>
<tr>
<td>Permeability (free space)</td>
<td>$\mu_0$</td>
<td>$4\pi \times 10^{-7}$ N/A$^{-2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\varepsilon_0 \mu_0 = \varepsilon^2$</td>
</tr>
</tbody>
</table>
SPHERICAL TENSOR PROPERTIES

In this book, use is made quite often of spherical harmonics, angular momentum coupling and Wigner $D$ matrices for describing rotational wavefunctions the Wigner–Eckart theorem. Without going into a lengthy discussion of angular momentum algebra, we briefly discuss the major properties and results needed here. For derivations and a consistent discussion we refer to text books on angular momentum algebra and tensor properties.

B.1 Spherical harmonics

The Hamiltonian describing the motion of a particle in a central field $U(|\vec{r}|)$ is

$$\hat{H} = \frac{\hat{p}^2}{2m} + U(|\vec{r}|).$$  \hspace{1cm} (B.1)

Using spherical coordinates, the Laplacian is obtained as

$$\Delta \equiv \frac{1}{r^2} \frac{\partial}{\partial r} r^2 \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \phi^2} = \frac{1}{r^2} \frac{\partial}{\partial r} r^2 \frac{\partial}{\partial r} - \frac{\hat{l}^2}{\hbar^2 r^2}. \hspace{1cm} (B.2)$$

with

$$\hat{l} = \hat{\mathbf{r}} \times \hat{\mathbf{p}}, \hspace{1cm} (B.3)$$

the angular momentum operator, for which the $z$ component is

$$\hat{l}_z = -i\hbar \frac{\partial}{\partial \phi}. \hspace{1cm} (B.4)$$

It is now clear that

$$[\hat{H}, \hat{l}^2] = 0, \hspace{1cm} [\hat{H}, \hat{l}_z] = 0, \hspace{1cm} (B.5)$$

and that the eigenfunctions $\varphi(\vec{r})$ of $\hat{H}$ will also be eigenfunctions of $\hat{l}^2$ and $\hat{l}_z$. For a central potential $U(r)$, the separation in the radial and angular variables

$$\varphi(\vec{r}) = R(r) Y(\theta, \varphi), \hspace{1cm} (B.6)$$

leads to the angular momentum eigenvalue equations

$$\hat{l}^2 Y(\theta, \varphi) = \lambda \hbar^2 Y(\theta, \varphi)$$

$$\hat{l}_z Y(\theta, \varphi) = m \hbar Y(\theta, \varphi). \hspace{1cm} (B.7)$$
Functions that are solutions of equations (B.7) are proportional to the spherical harmonics $Y^m_l(\theta, \varphi)$ with the explicit form (with $m > 0$)

$$
Y^m_l(\theta, \varphi) = \frac{(-1)^m}{2^l l! \sqrt{4\pi}} \left( \frac{(2l + 1)}{(l + m)!} \right) \frac{d^{l+m}}{d \cos^l \theta} \left( \cos^2 \theta - 1 \right)^l \sin^{m}(1 - \cos^2 \theta)^{m/2}. \quad (B.8)
$$

leading to the result $\lambda = l(l+1)$. For negative $m$ values one has the relation

$$
Y^{-m}_l(\theta, \varphi) = (-1)^m Y^m_{-l}(\theta, \varphi). \quad (B.9)
$$

The spherical harmonics can also be given for a complete, orthonormal set of functions on the unit sphere, i.e.

$$
\int_0^{2\pi} d\varphi \int_0^\pi \sin \theta d\theta Y^{m*}_{-l}(\theta, \varphi) Y^{m'}_l(\theta, \varphi) = \delta_{ll'} \delta_{mm'}. \quad (B.10)
$$

The symmetry of these spherical harmonics under the parity transformation $\vec{r} \rightarrow -\vec{r}$ (or $\theta \rightarrow \pi - \theta$; $\varphi \rightarrow \varphi + \pi$; $r \rightarrow r$) gives

$$
Y^m_l(\pi - \theta, \pi + \varphi) = (-1)^l Y^m_l(\theta, \varphi). \quad (B.11)
$$

A number of other, useful relations are

$$
Y^m_l(\theta, \varphi) = \sqrt{\frac{2l + 1}{4\pi}} \delta^m_m \sin \theta
$$

$$
Y^0_l(\theta, \varphi) = \sqrt{\frac{2l + 1}{4\pi}} P_l(\cos \theta). \quad (B.12)
$$

with

$$
P_l(\cos \theta) = \frac{1}{2^l l! \left( d \cos^l \theta \right)'} \left( \cos^2 \theta - 1 \right)^l. \quad (B.13)
$$

Finally, we give for $l = 0, 1, 2$ (most often used) the explicit expressions for $Y^m_l(\theta, \varphi)$

$$
Y^0_0(\theta, \varphi) = \sqrt{\frac{1}{4\pi}}
$$

$$
Y^0_1(\theta, \varphi) = \sqrt{\frac{3}{4\pi}} \cos \theta
$$

$$
Y^{\pm 1}_1(\theta, \varphi) = \mp \sqrt{\frac{3}{8\pi}} \sin \theta e^{\pm \varphi}
$$

$$
Y^0_2(\theta, \varphi) = \sqrt{\frac{5}{16\pi}} (3 \cos^2 \theta - 1)
$$

$$
Y^{\pm 1}_2(\theta, \varphi) = \mp \sqrt{\frac{15}{8\pi}} \cos \theta \sin \theta e^{\pm \varphi}
$$

$$
Y^{\pm 2}_2(\theta, \varphi) = \sqrt{\frac{15}{32\pi}} \sin^2 \theta e^{\pm 2\varphi}. \quad (B.14)
$$
B.2 Angular momentum coupling: Clebsch–Gordan coefficients

Here, we concentrate on the coupling of two distinct angular momenta \( \hat{j}_1, \hat{j}_2 \) (with \( z \)-projection components \( \hat{j}_{1z}, \hat{j}_{2z} \)). A set of four commuting operators is

\[
\{ \hat{j}_{1z}^2, \hat{j}_{1z}, \hat{j}_{2z}^2, \hat{j}_{2z} \}, \tag{B.15}
\]

characterized by the common eigenvectors

\[
|j_1 m_1, j_2 m_2 \rangle \equiv |j_1 m_1 \rangle |j_2 m_2 \rangle. \tag{B.16}
\]

A different set of commuting operators becomes (using the sum \( \hat{j} = \hat{j}_1 + \hat{j}_2 \))

\[
\{ \hat{j}^2, \hat{j}z, \hat{j}_1^2, \hat{j}_2^2 \}. \tag{B.17}
\]

with eigenvectors

\[
|j_1 j_2, jm \rangle. \tag{B.18}
\]

The latter eigenvectors can be expressed as linear combinations of the eigenvectors (B.16) such that the total angular momentum operator \( \hat{j}^2 \) is diagonalized. The transformation coefficients performing this process are called the Clebsch–Gordan coefficients

\[
|j_1 j_2, jm \rangle = \sum_{m_1 m_2} \langle j_1 m_1, j_2 m_2 | j_1 j_2, jm \rangle |j_1 m_1 \rangle |j_2 m_2 \rangle, \tag{B.19}
\]

or, in a simplified notation,

\[
\langle j_1 m_1, j_2 m_2 | j_1 j_2, jm \rangle \rightarrow \langle j_1 m_1, j_2 m_2 | jm \rangle. \tag{B.20}
\]

In table B.1, we list the Clebsch–Gordan coefficients for coupling an orbital angular momentum \( l \) with an intrinsic spin \( s = \frac{1}{2} \) to a total angular momentum \( j = l \pm \frac{1}{2} \).

<table>
<thead>
<tr>
<th>( j )</th>
<th>( m_s = \pm \frac{1}{2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l + \frac{1}{2} )</td>
<td>( \sqrt{\frac{l + \frac{1}{2} + m}{2l + 1}} )</td>
</tr>
<tr>
<td>( l - \frac{1}{2} )</td>
<td>( \sqrt{\frac{l + \frac{1}{2} - m}{2l + 1}} )</td>
</tr>
</tbody>
</table>

The algebra for constructing the various Clebsch–Gordan coefficients according to the Condon–Shortley phase convention is discussed in Heyde (1991) and is not elaborated on at present.

A number of interesting orthogonality properties can be derived such as

\[
\sum_{m_1, m_2} \langle j_1 m_1, j_2 m_2 | jm \rangle \langle j_1 m_1, j_2 m_2 | j'm' \rangle = \delta_{jj'} \delta_{mm'} \tag{B.21}
\]

\[
\sum_{j, m} \langle j_1 m_1, j_2 m_2 | jm \rangle \langle j_1 m_1', j_2 m_2' | jm \rangle = \delta_{m_1 m_1'} \delta_{m_2 m_2'}. \tag{B.21}
\]
One can, however, make use of the Wigner $3j$-symbol, related to the Clebsch–Gordan coefficient,
\[
\begin{pmatrix} j_1, j_2, j_3 \\ m_1, m_2, m_3 \end{pmatrix} = \frac{(-1)^{j_1+j_2+m_1}}{\sqrt{2j_3+1}} \langle j_1, m_1, j_2, m_2 | j_3, m_3 \rangle. \tag{B.22}
\]
to define a number of relations amongst permuting various columns in the Wigner $3j$-symbol. An even permutation introduces a factor $+1$, an odd permutation a phase factor $(-1)^{j_1+j_2+j_3}$ and a change of all $m_i \rightarrow -m_i$ gives this same phase factor change.

Extensive sets of tables of Wigner $3j$-symbols exist (Rotenberg et al 1959) but explicit calculations are easily performed using the closed expression (de Shalit and Talmi (1963); Heyde (1991) for a FORTRAN program).

### B.3 Racah recoupling coefficients—Wigner $6j$-symbols

When describing a system of three independent angular momentum operators $\hat{j}_1, \hat{j}_2, \hat{j}_3$, one can, as under (B.15), form the six commuting operators
\[
\{\hat{j}_1^2, \hat{j}_2^2, \hat{j}_3^2, \hat{j}_1 \cdot \hat{j}_2, \hat{j}_2 \cdot \hat{j}_3, \hat{j}_3 \cdot \hat{j}_1 \}. \tag{B.23}
\]
with the common eigenvectors
\[
|j_1 m_1 \rangle |j_2 m_2 \rangle |j_3 m_3 \rangle. \tag{B.24}
\]
Forming the total angular momentum operator
\[
\hat{j} = \hat{j}_1 + \hat{j}_2 + \hat{j}_3, \tag{B.25}
\]
we can then form three independent sets of commuting operators
\[
\{\hat{j}_1^2, \hat{j}_2^2, \hat{j}_3^2, \hat{j}_1 \cdot \hat{j}_2, \hat{j}_2 \cdot \hat{j}_3, \hat{j}_3 \cdot \hat{j}_1 \}, \tag{B.26}
\]
with the sets of eigenvectors
\[
|j_1 j_2 j_3, j_1; j_2; j_3; j; j_1 j_2 j_3; jm \rangle \\
|j_1 j_2 j_3, j_2; j_1; j_3; j; j_1 j_2 j_3; jm \rangle \\
|j_1 j_2 j_3, j_3; j_1; j_2; j; j_1 j_2 j_3; jm \rangle. \tag{B.27}
\]
respectively.

Between the three equivalent sets of eigenvectors (B.27), transformations that change from one basis to the other can be constructed. Formally, such a transformation can be written as
\[
|j_1 j_2 j_3, j_23; jm \rangle = \sum_{j_1 j_2 j_3} |j_1 j_2 j_3, j_1; j_2; j_3; j; j_1 j_2 j_3; jm \rangle |j_1 j_2 j_3, j_1; j_2; j_3; j; j_1 j_2 j_3; jm \rangle. \tag{B.28}
\]
By explicitly carrying out the recoupling from the basis configurations as used in (B.28), one derives the detailed expression for the recoupling or transformation coefficients which
no longer depend on the magnetic quantum number \( m \). In this situation, a full sum over all magnetic quantum numbers of products of four Wigner \( 3j \)-symbols results. The latter, become an angular momentum invariant quantity, the Wigner \( 6j \)-symbol, and leads to the following result (Wigner 1959, Brussaard 1967)

\[
\langle j_1 (j_2 j_3) j_{23}; j | (j_1 j_2) j_{12}, j_{3}; j \rangle = (-1)^{n_1 + n_2 + n_3 + n_4} \sqrt{(2j_{12} + 1)(2j_{23} + 1)} \left\{ \begin{array}{ccc} j_1 & j_2 & j_{12} \\ j_3 & j & j_{23} \end{array} \right\},
\]

with the Wigner \( 6j \)-symbol \( \{ . . . \} \) defined as

\[
\left\{ \begin{array}{ccc} j_1 & j_2 & j_3 \\ l_1 & l_2 & l_3 \end{array} \right\} = \sum_{\text{all } m, m'} (-1)^{\Sigma l + \Sigma m + \Sigma m'} \left( \begin{array}{ccc} j_1 & j_2 & j_3 \\ m_1 & m_2 & m_3 \end{array} \right) \times \left( \begin{array}{ccc} j_1 & l_2 & l_3 \\ -m_1 & m_2' & -m_3' \end{array} \right) \left( \begin{array}{ccc} l_1 & j_2 & l_3 \\ -m_1' & -m_2 & m_3' \end{array} \right) \left( \begin{array}{ccc} l_1 & l_2 & l_3 \\ m_1' & -m_2' & -m_3' \end{array} \right). \quad (B.30)
\]

(here one sums over all projection quantum numbers \( m \), \( m' \) both of which occur in different \( 3j \)-symbols with opposite sign).

These Wigner \( 6j \)-symbols exhibit a large class of symmetry properties under the interchange of various rows and/or columns, which are discussed in various texts on angular momentum algebra (de-Shalit and Talmi 1963, Rose and Brink 1967, Brussaard 1967, Brink and Satchler 1962).

### B.4 Spherical tensor and rotation matrix

In quantum mechanics, the rotation operator associated with a general angular momentum operator \( \hat{j} \) and describing the rotation properties of the eigenvectors \( |j m\rangle \) for an (active) rotation about an angle \( \alpha \) around an axis defined by a unit vector \( \mathbf{\hat{a}} \), becomes

\[
U_R = e^{i \hat{a} \cdot \hat{j}}.
\]

Representations of this general rotation operator are formed by the set of square \( n \times n \) matrices that follow the same group rules as the rotation operator \( U_R \) itself.

The rotated state vector, obtained by acting with \( U_R \) on \( |j m\rangle \) vectors, called \( |j m\rangle' \), becomes

\[
|m\rangle' = U_R |j m\rangle
\]

\[
|m\rangle' = \sum_{m'} \langle j m' | U_R | j m \rangle |m'\rangle.
\]

The \((2j + 1) \times (2j + 1)\) matrices

\[
\langle j m' | e^{-i \hat{a} \cdot \hat{j}} | j m \rangle
\]

are called the representation matrices of the rotation operator \( U_R \) and are denoted by \( D_m^{(j)}(R) \), the Wigner \( D \)-matrices. Various other ways to define the \( D \) matrices have
been used in angular momentum algebra. We use the active standpoint. A rotation of the coordinate axes in a way defined in figure B.1 can be achieved by the rotation operator
\[ \hat{R}(\alpha, \beta, \gamma) = e^{-i\gamma J_z} e^{-i\beta J_y} e^{-i\alpha J_x}. \]  
(B.33)
or, equivalently, in terms of rotations around fixed axes
\[ \hat{R}(\alpha, \beta, \gamma) = e^{-i\alpha J_x} e^{-i\beta J_y} e^{-i\gamma J_z}. \]  
(B.34)
The general $D$-matrix then becomes
\[ D_{m', m}^{(1)}(\alpha, \beta, \gamma) = \langle jm' | \hat{R}(\alpha, \beta, \gamma) | jm \rangle. \]  
(B.35)

Figure B.1. Rotation of the system $(x, y, z)$ into the $(x', y', z')$ position, using the Euler angles $(\alpha, \beta, \gamma)$. A rotation around the $z$-axis $(\alpha)$ brings $(x, y, z)$ into the position $(x_1, y_1, z)$. A second rotation around the new $y_1$-axis $(\beta)$ brings $(x_1, y_1, z')$ into the position $(x_2, y_1, z')$. A final, third rotation around the $z'$-axis brings $(x_2, y_1, z')$ into the position $(x', y', z')$.

The following important properties are often used:
\[ \sum_{m'} D_{m, m'}^{(1)}(\alpha \beta \gamma) (D_{m', m}^{(1)}(\alpha, \beta, \gamma))^* = \delta_{m, n}. \]  
(B.36)
\[ \int D_{m, m'}^{(1)}(\alpha, \beta, \gamma) D_{n, n'}^{(1)}(\alpha, \beta, \gamma) \sin \beta \, d\beta \, d\alpha \, d\gamma = \frac{8\pi^2}{2j + 1} \delta_{jj'} \delta_{mm'} \delta_{nn'}. \]  
(B.37)

The $2k + 1$ components $T^{(k)}_k$ represent the components of a spherical tensor operator of rank $k$ if the components transform under rotation according to
\[ T^{(k)}_{k'} = \sum_{k''} D_{k'' k}^{(k)}(R) T^{(k)}_k. \]  
(B.38)
The conjugate $(T^{(k)}_k)^\dagger$ of $T^{(k)}_k$ is defined through the relation between the Hermitian conjugate matrix elements
\[ \langle jm | (T^{(k)}_k)^\dagger | j'm' \rangle = \langle j'm' | T^{(k)}_k | jm \rangle^*. \]  
(B.39)
It is quite easy to prove that the \((T_x^{(k)})^+\) do not form again a spherical tensor operator; however, the tensor
\[
\tilde{T}_x^{(k)} \equiv (-1)^{k-k} (T_x^{(k)})^+.
\]  
(B.40)
does transform according to the properties of a spherical tensor operator. The phase factor \((-1)^k\) is unique; the factor \((-1)^{k-k}\) is somewhat arbitrary and other conventions have been used in the existing literature. The use of spherical tensor operators is advantageous, in particular when evaluating matrix elements between eigenvectors that are characterized by a good angular momentum and projection \((j, m)\). In that context, an interesting theorem exists which allows for a separation between the magnetic projection quantum numbers and the remaining characteristics of operators and eigenvectors.

### B.5 Wigner–Eckart theorem

Matrix elements \(<j m | T_x^{(k)} | j' m'\rangle\) may be separated into two parts, one of them containing information on the magnetic quantum numbers, and the other part containing more the characteristics of the eigenvectors and operator. The Wigner–Eckart theorem separates this dependence in a specific way by the result
\[
<j m | T_x^{(k)} | j' m'\rangle = (-1)^{j-m} \left( \begin{array}{ccc} j & k & j' \\ -m & \kappa & m' \end{array} \right) \langle j \parallel T^{(k)} \parallel j' \rangle. 
\]  
(B.41)

The double-barred matrix element is called the reduced matrix element whereas the angular momentum dependence is expressed through the Wigner 3\(j\)-symbol. All the physical content is contained within the reduced matrix element. Expressed via the Clebsch–Gordan coefficient, (B.41) this becomes
\[
<j m | T_x^{(k)} | j' m'\rangle = (-1)^{2k} \frac{\langle j m', k \kappa | j m \rangle}{\sqrt{2j + 1}} \langle j \parallel T^{(k)} \parallel j' \rangle. 
\]  
(B.42)
SECOND QUANTIZATION—AN INTRODUCTION

In a quantum mechanical treatment of the matter field, a possibility exists of handling the quantum mechanical time-dependent Schrödinger (or Dirac) equation as a field equation. Using methods similar to quantizing the radiation field, a method of 'second quantization' can be set up in order to describe the quantum mechanical many-body system.

Starting from the time-dependent Schrödinger equation

\[-\frac{\hbar^2}{2m} \Delta \Psi(\vec{r}, t) + U(\vec{r}) \Psi(\vec{r}, t) = \hat{H} \Psi(\vec{r}, t) = i\hbar \frac{\partial \Psi(\vec{r}, t)}{\partial t},\]  

(C.1)

one can expand the solution in a basis, spanned by the solutions, to the time-independent Schrödinger equation. So, one can make the expansion

\[\Psi(\vec{r}, t) = \sum_n b_n(t) \psi_n(\vec{r}).\]  

(C.2)

The \(b_n(t)\) can be considered to be the normal coordinates for the dynamical system; the \(\psi_n(\vec{r})\) then describe the normal modes of the system. Substituting (C.2) into (C.1), one obtains the equation of motion for the \(b_n(t)\) as

\[\frac{db_n(t)}{dt} = -i \frac{\hbar}{E_n} b_n.\]  

(C.3)

We now construct the Hamilton expectation value which is a number that will only depend on the \(b_n\) coefficients starting from the expectation value

\[H = \int d\vec{r} \Psi^*(\vec{r}, t) \left(-\frac{\hbar^2}{2m} \Delta + U(\vec{r})\right) \Psi(\vec{r}, t) = \int d\vec{r} \mathcal{H}(\vec{r}).\]  

(C.4)

with \(\mathcal{H}(\vec{r})\) the energy-density. Using again the expansion of (C.2) we obtain the following expression for \(H\) as

\[H = \sum_n E_n b_n^* b_n.\]  

(C.5)

This expression very much resembles a Hamilton function arising from an infinite number of oscillations with energy \(E_n\) and frequency \(\omega_n = E_n/\hbar\). Here, one can go to a quantization of the matter field \(\Psi(\vec{r}, t)\) by interpreting

\[b_n^* \rightarrow \hat{b}_n^+, \quad b_n \rightarrow \hat{b}_n,\]  

(C.6)

as creation and annihilation operators, respectively.

There now exists the possibility of obtaining the relevant equation of motion for the \(\hat{b}_n\) (and \(\hat{b}_n^+\)) operators, starting from the Heisenberg equation of motion

\[i\hbar \frac{d\hat{b}_n}{dt} = [\hat{b}_n, \hat{H}]_-.\]  

(C.7)
with
\[ \hat{H} = \sum_n E_n \hat{b}_n^+ \hat{b}_n. \] (C.8)

Using commutation properties for the operators, i.e.
\[ [\hat{b}_n, \hat{b}^+_n]_- = 0, \quad [\hat{b}^+_n, \hat{b}^+_n]_- = 0, \quad [\hat{b}_n, \hat{b}^+_n] = \delta_{nn'}, \] (C.9)

the equation (C.7) results in the equation
\[ i\hbar \frac{d\hat{b}_n}{dt} = E_n \hat{b}_n. \] (C.10)

which is formally identical to equation (C.3).

With the commutation relations (C.9), we describe the properties of Bose–Einstein particles and it is possible to form eigenstates of the number operator \( \hat{N}_n = \hat{b}_n^+ \hat{b}_n \). The normalized Bose–Einstein eigenvectors are constructed as
\[ |n_m\rangle = \frac{1}{\sqrt{n_m!}} (\hat{b}_m^+)^{n_m} |0\rangle. \] (C.11)

One can easily prove that the following properties hold
\[ \hat{b}_m^+ |n_m\rangle = \sqrt{n_m + 1} |n_m + 1\rangle \]
\[ \hat{b}_m |n_m\rangle = \sqrt{n_m} |n_m - 1\rangle \]
\[ \hat{N}_m |n_m\rangle = n_m |n_m\rangle. \] (C.12)

A product state where \( n_1, n_2, \ldots, n_m, n_k, \ldots \) bosons are present corresponding to the elementary creation operators \( \hat{b}_1^+, \hat{b}_2^+, \ldots, \hat{b}_m^+, \hat{b}_k^+ \ldots \) can then be constructed as the direct product state
\[ |n_1, \ldots, n_m, n_k, \ldots \rangle \equiv |n_1\rangle \ldots |n_m\rangle |n_k\rangle \ldots . \] (C.13)

There also exists the possibility of starting from a set of operators \( \hat{b}_m^+, \hat{b}_n \) which fulfil anti-commutation relations, i.e.
\[ [\hat{b}_n, \hat{b}_n']_+ = 0, \quad [\hat{b}_n, \hat{b}_n']_+ = 0, \quad [\hat{b}_n^+, \hat{b}_n^+] = \delta_{nn'}. \] (C.14)

In evaluating the equation of motion again, but now using anti-commutation properties for the operators, we can show that
\[ i\hbar \frac{d\hat{b}_n}{dt} = [\hat{b}_n, \hat{H}]_- = E_n \hat{b}_n. \] (C.15)

which is again equivalent to (C.10) (and the classical equation (C.3)).

We now indicate that the anti-commutation relations imply the Pauli principle and correspond to Fermi–Dirac particles. To start with, one can easily derive that for the number operator \( \hat{N}_n \) one has \( \hat{N}_n^2 = \hat{N}_n \). Then, the eigenvalue equation for \( \hat{N}_n \) leads to
\[ \hat{N}_n |\lambda\rangle = \lambda |\lambda\rangle. \] (C.16)
Since \( \hat{\mathcal{N}}_n^2 = \hat{\mathcal{N}}_n \), one derives that
\[
\hat{\mathcal{N}}_n^2 |\lambda\rangle = \lambda^2 |\lambda\rangle = \lambda |\lambda\rangle \quad \text{and} \quad \lambda (\lambda - 1) = 0,
\] (C.17)
with \( \lambda = 0, \lambda > 1 \) as solutions.

So, the number operator can have as eigenvalue 0, or 1 implying the Pauli principle for this particular kind of anti-commuting operators. Starting from the eigenvalue equation
\[
\hat{\mathcal{N}}_n |n_n\rangle = n_n |n_n\rangle.
\] (C.18)
we then determine the properties of the states
\[
\hat{b}_n^+ |n_n\rangle \quad \text{and} \quad \hat{b}_n |n_n\rangle.
\] (C.19)
This can be done most easily by evaluating
\[
\hat{\mathcal{N}}_n \hat{b}_n^+ |n_n\rangle = (1 - n_n) \hat{b}_n^+ |n_n\rangle.
\] (C.20)
This result indicates that the state \( \hat{b}_n^+ |n_n\rangle \) is an eigenstate of the number operator with eigenvalue \( (1 - n_n) \). We can describe this as
\[
\hat{b}_n^+ |n_n\rangle = c_n |1 - n_n\rangle.
\] (C.21)
The number \( c_n \) is derived through evaluating the norm on both sides of (C.21) and making use of the anti-commuting operator properties, i.e.
\[
\langle n_n | \hat{b}_n \hat{b}_n^+ | n_n \rangle = c_n^2 |1 - n_n| |1 - n_n\rangle = c_n^2.
\] (C.22)
The latter expression \( (C.22) \) results in
\[
c_n = \theta_n \sqrt{1 - n_n},
\] (C.23)
with \( \theta_n \) a phase factor. In a similar way, we finally derive that
\[
\hat{b}_n |n_n\rangle = d_n |1 - n_n\rangle
\]  
\[
d_n = \theta_n' \sqrt{n_n}.
\] (C.24)
In contrasting the boson and fermion statistics cases, we recall the following results (for a single mode only)
\[
\hat{b}_n |n_n\rangle = \sqrt{n_n} |n_n - 1\rangle \quad \hat{b}_n |n_n\rangle = \theta_n' \sqrt{n_n} |1 - n_n\rangle
\]  
\[
\hat{b}_n^+ |n_n\rangle = \sqrt{n_n + 1} |n_n + 1\rangle, \quad \hat{b}_n^+ |n_n\rangle = \theta_n \sqrt{1 - n_n} |1 - n_n\rangle.
\] (C.25)
In both cases \( \hat{b}_n^+ (\hat{b}_n) \) acts as a creation (annihilation) operator for bosons (fermions), respectively.

In constructing the many-fermion product state
\[
|n_1, n_2, \ldots, n_m, n_k, \ldots\rangle \equiv |n_1\rangle |n_2\rangle \ldots |n_m\rangle |n_k\rangle \ldots,
\] (C.26)
according to equation (C.13) but now with anti-commutating operator properties, one obtains the general results

\[
\hat{b}_k |n_1, \ldots, n_k, \ldots\rangle = (-1)^{\Sigma n_i} \sqrt{n_k}|n_1, \ldots, 1 - n_k, \ldots\rangle \\
\hat{b}^+_k |n_1, \ldots, n_k, \ldots\rangle = (-1)^{\Sigma n_i} \sqrt{1 - n_k}|n_1, \ldots, 1 - n_k, \ldots\rangle.
\]

(C.27)

where the phase factor expresses the fact that the \(\hat{b}_k(\hat{b}^+_k)\) operator has to be put at the correct position and therefore has to be permuted with \(n_1\) operators \(\hat{b}^+_1\), \(n_2\) operators \(\hat{b}^+_2, \ldots\), \(n_{k-1}\) operators \(\hat{b}^+_{k-1}\) explaining this permutation factor of (C.27).

It was Pauli (Pauli 1940) who showed that the two statistics discussed here correspond to particles with integer spin (Bose statistics) and particles with half-integer spin (Fermi statistics). This spin-statistics theorem is an important accomplishment of quantum-field theory.

The above properties can also be used to define field operators via the expansion

\[
\hat{\Psi}(\mathbf{r}, t) = \sum_n \hat{b}_n \psi_n(\mathbf{r}) \\
\hat{\Psi}^+(\mathbf{r}, t) = \sum_n \hat{b}^+_n \psi^*_n(\mathbf{r}),
\]

(C.28)

field operators which obey the famous field (anti)commutation relations

\[
[\hat{\Psi}(\mathbf{r}, t), \hat{\Psi}(\mathbf{r}', t)]_\mp = 0 \\
[\hat{\Psi}^+(\mathbf{r}, t), \hat{\Psi}^+(\mathbf{r}', t)]_\mp = 0 \\
[\hat{\Psi}^+(\mathbf{r}, t), \hat{\Psi}(\mathbf{r}', t)]_\mp = \delta(\mathbf{r} - \mathbf{r}').
\]

(C.29)

The formulation of quantum mechanics using creation and annihilation operators is totally equivalent to the more standard discussion of quantum mechanics using wavefunctions \(\Psi(\mathbf{r}, t)\), solutions of the time-dependent Schrödinger (Dirac, Gordan–Klein, etc) equation. The present formalism though is quite interesting, since in many cases it can describe the quantum dynamics of many-body systems.
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